Climate changes and their elevational patterns in the mountains of the world
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- Using station and gridded datasets, we compare global precipitation and temperature trends by elevation
- Local comparisons of paired stations and regional comparisons using gridded data often show faster mountain than lowland warming
- Precipitation differences between mountains and adjacent lowlands are reducing, often driven by stronger precipitation increase in lowlands

Abstract
Quantifying rates of climate change in mountain regions is of considerable interest, not least because mountains are viewed as climate “hotspots” where change can anticipate or amplify what is occurring elsewhere. Accelerating mountain climate change has extensive environmental impacts, including depletion of snow/ice reserves, critical for the world’s water supply. Whilst the concept of elevation-dependent warming (EDW), whereby warming rates are stratified by elevation, is widely accepted, no consistent EDW profile at the global scale has been identified. Past assessments have also neglected elevation-dependent changes in precipitation. In this comprehensive analysis, both in situ station temperature and precipitation data from mountain regions, and global gridded datasets (observations, reanalyses and model hindcasts) are employed to examine the elevation dependency of temperature and precipitation changes since 1900. In situ observations in paired studies (using adjacent stations) show a tendency towards enhanced warming at higher elevations. However, when all mountain/lowland studies are pooled into two groups, no systematic difference in high vs. low elevation group warming rates is found. Precipitation changes based on station data are inconsistent with no systematic contrast between mountain and lowland precipitation trends. Gridded datasets (CRU, GISTEMP, GPCC, ERA5, CMIP5) show increased warming rates at higher elevations in some regions, but on a global scale there is no universal amplification of warming in mountains. Increases in mountain precipitation are weaker than for low elevations worldwide, meaning reduced elevation-dependency of precipitation, especially in mid-latitudes. Agreement on elevation-dependent changes between gridded datasets is weak for temperature but stronger for precipitation.

Plain language summary
Mountains cover a large part of the Earth’s surface and harbor distinct ecosystems, hold most of snow and ice outside the polar regions, and provide water for billions of people. This research looks at recent climate changes in mountains and compares them with simultaneous changes in lowland regions using weather station data, large global datasets, and climate models. We examine changes since 1900, but also concentrate on the last 40 years since this is when many changes have started to accelerate. Nearly all regions of the globe are getting warmer. When we make local comparisons, mountain sites are usually warming faster than lower areas nearby. However, when we average data from all global mountains and compare them with those from all lowland areas, there is no significant difference. Rainfall/snowfall on the other hand is decreasing in some areas, and increasing in others. In nearly all cases the strongest increase is occurring in the lowland areas, with increases in the mountains being more subdued (if at all). One consequence of our findings is that stores of mountain snow and ice may decline even faster than previously assumed due to the
combination of enhanced mountain warming and reduced elevation dependency of rainfall/snowfall.

1. Introduction

Climate change is the most wide-ranging environmental issue facing mountain environments in the 21st century (Stocker et al. 2013). Mountains and high-elevation regions are particularly sensitive to future changes in climate, with numerous potential impacts ranging from decreasing biodiversity (LaSorte & Jetz 2010), shrinking habitats for many species (Parmesan 2006, Freeman et al. 2018), mismatches between ecosystem components due to variable range shifts (Chen et al. 2011), declining snowpacks (Mote et al. 2005, 2018, Lopez-Moreno 2005), and retreating glaciers (Oerlemans 1994, Kuhn 1989, Huss et al. 2017, Huss & Hock 2018, Marzeion et al. 2018, Zemp et al. 2019). Mountains act as a major store of freshwater (Barnett et al. 2005, Viviroli et al. 2011), much of it currently in solid form (snow and ice). The diminishing cryosphere has many consequences, including the potential loss of water supply for billions of people in downstream regions worldwide (Bradley et al. 2006, Viviroli et al. 2020) and the shifting of snowmelt from spring/summer to earlier in the year (Musselman et al. 2017). In regions where annual mean temperatures are presently close to the melting point, small shifts in temperature often have large hydrological consequences (Haeberli & Weingartner 2020).

Many studies have suggested that mountain warming rates (based on analyses of near-surface air temperatures) are elevation-dependent (Diaz and Bradley 1997, Vuille and Bradley 2000, Rangwala and Miller 2012, Pepin et al. 2015, Qixiang et al. 2018). Elevation-dependent warming (EDW) does not always imply that warming is more rapid in mountains compared to lowlands, but rather that there is some systematic difference in warming rates with elevation. There is some evidence that temperature increases have been particularly rapid at the current boundary of the cryosphere (e.g snowline region) due to the snow-albedo feedback (Pepin & Lundquist 2008, Scherrer et al. 2012), and many model simulations project the acceleration of this effect (Kotlarski et al. 2012, Letcher & Minder 2015, Rupp et al. 2017). Changes in rates of warming with elevation will also influence atmospheric static stability (Frierson 2006) and thus patterns of precipitation.

Notwithstanding the important role of temperature changes, precipitation is also a critical control on mountain hydrological resources. Precipitation gradients with elevation can be extremely steep, with marked gradients within individual mountain regions being common. Changes in both orographic precipitation gradients (Luce et al. 2013) and its controlling processes (e.g. convection, windward/leeward blow over – Houze 2012, Pavelsky et al. 2012) will therefore likely play an important role in any future local to regional-scale precipitation changes, but these phenomena remain poorly understood on a global scale. Neither observing nor simulating changes in mountain precipitation is straightforward. Due to the influence of orography, spatial climate variability in mountain settings is high (Daly 2006). Local-scale variations in precipitation are strong which makes a dense network of observations necessary. Monitoring of in situ precipitation can be subject to large uncertainties due to gauge under-catch, especially for snowfall (Goodison et al. 1998, Kochendorfer et al. 2017) and when there are high wind speeds. A wealth of literature exists on...
mountain climate processes (see Barry 2008, Whiteman 2000), and on potential impacts of future climate change in mountains (e.g. Nogues-Bravo et al. 2008, Kohler et al. 2010, Gobiet et al. 2014, Gobiet and Kotlarski 2020). However, although some local studies exist (Pavelsky et al. 2012, Napoli et al. 2019), making global comparisons of orographic precipitation gradients is extremely challenging and there is a general dearth of observations at high elevations.

The aims of this review are i) to examine the spatial and temporal patterns of recent changes in mountain climates around the globe with a focus on temperature and precipitation and their differences with elevation, ii) consolidate and summarize our current understanding of the drivers and processes that shape these changes and iii) assess and summarize their respective environmental impacts. We take a global perspective, comparing and contrasting different mountain regions. We limit our discussion to bio-geophysical impacts, and although socio-economic impacts are increasingly important, these are beyond the scope of this current review.

Section 2 introduces important concepts of mountain climate and describes the basic controls of temperature and precipitation in such settings. Section 3 introduces the datasets used to examine global changes in temperature and precipitation with elevation. We perform a meta-analysis of studies reported in the IPCC Special Report on Oceans and Cryosphere (Hock et al., 2019; hereafter SROCC). We also examine past temperature/precipitation trends using gridded observational, reanalysis and modelled datasets (CRU, GISTEMP, GPCC, ERA5, and CMIP5 historical simulations). Section 4 concentrates on temperature, whilst Section 5 deals with precipitation. Limitations of our approach and opportunities for future work are discussed in Section 6. Consequences for the mountain cryosphere, hydrology and ecology are examined in Section 7, before we summarize results in Section 8.

2. Mountain climates and the effect of elevation

2.1 Definitions relevant to climate change and its elevation component

Quantifying climate change in mountain areas is challenging, partly because mountains are not defined by climate. Many definitions of mountains exist, based on different criteria, including topographical parameters like elevation, relative relief and slope (Kapos et al. 2000, Meybeck et al. 2001, Sayre et al. 2014, 2018), hypsometric curves (Elsen & Tingley 2015), geomorphological processes (Price et al. 2013), ecological zonation (Troll 1973, Körner et al. 2011, 2017), or presence of snow and ice (Beniston et al. 2018). Depending on the choice of mountain delineation, 13-30% of the land surface (excluding Antarctica) can be considered mountainous. Recently, mountain definitions have also been discussed in political or management contexts (Debarbieux and Rudaz 2015, Price et al. 2019). Combined with choice of population dataset, the number of people living in the world’s mountains in 2015 ranged from 0.344 billion to 2.289 billion. While mountains can be defined by all these characteristics, they cannot simply be defined by climatological criteria such as mean temperature or growing-season length. In their comprehensive review of mapping mountain regions, Price et al. (2019) don't mention climate as a criterion. Because mountain climate is only a modification of the climate that would be present in the absence of orography, climates of different mountain ranges vary enormously. This wide variety of mountain climates potentially translates to a wide variety of responses to climate-change forcings. Nevertheless, within this
variety, there are atmospheric processes common to mountain regions, possibly leading to the emergence of common change patterns.

Elevation is the dominant control of temperature and precipitation in mountains, and so any systematic change in this elevation component over time is of utmost importance. EDW (elevation-dependent warming) has never been formally defined but Rangwala et al. (2012) and Pepin et al. (2015) view it as any systematic change in warming rates with elevation, often (but not always) enhanced warming at high(er) elevations. EDW can be quantified either through systematic differences in high vs low elevation temperature trends, or through a trend in the temperature gradient derived over some arbitrary elevation interval. Because EDW is commonly evaluated on the basis of distributed temperature measurements at several surface stations, it comprises climatological variability in both the vertical and horizontal directions. However, vertical temperature gradients are usually a lot larger than the horizontal ones. It is therefore justified to use temperature differences between high- and low-elevation sites as proxies for the elevational trend. Instantaneous altitudinal temperature profiles are rarely linear or monotonically decreasing, but the climatologically averaged ones are usually well approximated by linear relationships. A difference in trends is not identical to a trend in the difference, but they are two sides of the same problem, and both approaches are commonly employed (see section 2.4). Changes in temperature gradient and/or EDW are independent of the absolute sign of temperature changes at both high and low elevation.

We here extend this concept to EDPC (elevation-dependency of precipitation change) as evidenced by different trends in high vs low elevation precipitation, or a trend in orographic precipitation gradient (termed OPG in the literature: Lundquist et al. 2010, Scaff et al. 2017). The same concept can be extended to gradients in solid precipitation (Huning and Margulis 2018). Similar to EDW, EDPC results from a combination of vertical and horizontal variability. In the vertical, changes of pressure and temperature during the orographically forced uplift of air masses favour moisture condensation and determine the hydrometeor type. In the horizontal, the combined effect of advection and hydrometeor fallout determines the areal distribution of precipitation. In contrast with temperature, in the case of precipitation the drivers of horizontal variability may offset the vertical ones. For instance, if an air mass is advected into a mountain range, most of the moisture condenses and precipitates on the outer boundary, leaving the interior relatively dry even if it is more elevated. For these reasons, the long-term altitudinal profile of precipitation is usually non-linear and so the concept of a single “gradient” to describe the elevation profile may be misleading. Notwithstanding this debate, we use the term “elevation-dependency of precipitation” to refer to the additional precipitation created by mountains, or the quantitative difference between lowland and mountain precipitation totals.

2.2 Atmospheric processes which control temperature and precipitation gradients in mountain regions

The rate of decrease of temperature with elevation in mountainous regions is determined by the superposition of the free-tropospheric temperature lapse rate with local effects, which are essentially controlled by the surface energy balance. The various physical mechanisms that determine the evolution of local effects on a climatological scale (snow albedo feedback,
atmospheric moisture, thermal emission, aerosols, clouds) have been described extensively in previous reviews of EDW (Rangwala et al. 2012, Pepin et al. 2015) and our discussion here is brief. The first mechanism is snow albedo feedback, which enhances warming where the snowline is in retreat (Pepin and Lundquist 2008). This effect can be amplified further where there is deposition of black carbon on snow/ice (Li et al. 2016). Increases in specific humidity have a larger effect on warming at high elevations where the atmosphere is initially drier (Rangwala et al. 2016). A fixed change in radiative forcing also has a larger effect on temperature at lower temperatures (higher elevations) (Ohmura 2012). Aerosol loadings typically decrease at higher elevations, reducing solar dimming and encouraging EDW (Zeng et al. 2015). The processes mentioned so far impact primarily surface energy balance. In what follows, we extend the discussion to dynamical processes connected with changes in prevailing atmospheric circulation at different scales. We first summarize the climatic controls of free-tropospheric lapse rates. Then we move on to examining the potential impact of specific meteorological processes on the elevation profile of warming rates and on changes in the spatial variability of orographic precipitation.

At tropical and subtropical latitudes, mean tropospheric lapse rates are approximately saturated adiabatic (i.e. with temperature decreasing with height by ~6 K km\(^{-1}\), Stone and Carlson 1979). At mid-latitudes, baroclinic disturbances tend to make the lapse rate weaker than saturated adiabatic on average and proportional to meridional gradients in surface temperature and humidity (Juckes 2000). Climate change projections concur in predicting increased static stability in a warmer climate, due both to adjustment towards a saturated adiabat with higher equivalent potential temperature, and (at midlatitudes) to increasing meridional gradients of equivalent potential temperature (Frierson 2006). Larger static stability in a warmer climate implies relatively stronger free-air warming at higher elevations. Whether or not free-tropospheric lapse rate trends contribute to changes in surface climate depends on the strength of the coupling between the boundary layer and the free troposphere. Over mountainous regions, the vertical exchange depends on both dynamically-driven and thermodynamically-driven meteorological processes (Serafin et al. 2018), as detailed below.

On the timescales of mid-latitude weather systems, the primary dynamical influence of mountains on the atmospheric flow is as a mechanical obstacle (Smith 1979), which may lead to lee cyclogenesis (Chung et al. 1976; Buzzi and Tibaldi 1978). Whether atmospheric flow is diverted around mountains or lifted over them depends on wind speed, static stability, and mountain height and form (Jackson et al. 2013). In mid-latitudes, the flow over mountains can induce or modulate planetary waves of the jet stream, which characterise large-scale weather patterns downstream of the Rocky Mountains and the Tibetan Plateau in the Northern, and the Andes in the Southern, Hemisphere. A mesoscale orographic phenomenon on the upstream side is flow blocking (Pierrehumbert and Wyman 1985), which may result in jets along barriers. Phenomena occurring on the downstream side include wakes on the scale of single mountain massifs (Rotunno et al. 1999), gap winds (Mayr et al. 2007), downslope windstorms affecting large portions of a mountain range, such as foehn (Richner and Hächler 2013; Elvidge and Renfrew 2016) and bora (Grisogono and Belušić 2009), and mountain waves propagating into the free atmosphere (Durran 1990).

Mountains also induce a range of thermally-driven, baroclinic meso- and microscale circulations (Zardi and Whiteman 2013, Vergeiner and Dreiseitl 1987). Their smallest-scale manifestations are
slope winds (Defant 1949), followed by valley breezes (Nickus and Vergeiner 1984, Giovannini et al. 2017) and finally mountain-plain wind systems (Lugauer and Winkler 2005). These circulations are usually favoured by atmospheric stability below mountain crest height; they are therefore best developed in high mountains. The Kali Gandaki valley in the Himalayas is said to experience the strongest valley wind system on the globe (Egger et al., 2000). Thermally-driven flows are caused by differential heating and cooling at elevated surfaces, and are connected with relatively weak horizontal pressure gradients; thus, they manifest primarily in situations with weak synoptic flows and have little influence under strong synoptic forcing. For this reason and being driven by net radiation, such breeze systems are most pronounced on fair-weather days. At night, radiative cooling and cold-air drainage favour cold air pools, forming preferably in basins (Clements et al. 2003, Lundquist et al. 2008, Dorninger et al. 2011); in the cold season, these often become persistent (Lareau et al. 2013).

While the dynamical and thermodynamical impacts of mountains on the atmosphere are often described separately, in reality they continuously interact with each other. For instance, low-level stable layers downstream of mountains (e.g. over a relatively cool sea surface) can generate waveguides, which promote the formation of trapped lee waves (Scorer 1949) and impede the vertical propagation of wave energy. Strong inversion layers, either surface-based or elevated, also prevent the large-scale flow from intruding deeply into valleys (Mayr and Armi 2010; Strauss et al. 2016); but they can also be eroded by shear-driven turbulence if the large-scale flow is particularly vigorous (Lareau and Horel, 2015).

In an evolving climate, a changing interplay between dynamics and thermodynamics can result in significant climatic signals in temperature gradients. For instance, cold-air pooling contributes to stabilizing the valley atmosphere and to reversed temperature gradients with elevation; therefore, fewer such events due to more vigorous winds in a hypothetical global-warming scenario would lead to stronger relative warming at low elevations (Daly et al. 2010, Pike et al. 2013). Enhanced mesoscale advection towards major mountain ranges, partially thermally-driven, can increase orographic cloudiness (e.g., Norris et al. 2020), thereby impacting the surface energy balance and thus snow-albedo and cloud-radiation feedbacks. Increased frequency of foehn events, and related leeside adiabatic compression of air masses, is suspected to be a major driver of enhanced low-level warming in the lee of the Antarctic peninsula, contributing to the accelerated melting of the Larsen C ice-shelf (Elvidge et al 2020).

The impact of mountains on the airflow is also a major factor in controlling stable orographic precipitation (Smith 1979, Roe 2005). The extraction of precipitation from the incoming flow by mountains depends on dynamical, thermodynamic and microphysical factors (Houze 2012). Specifically, for orographic precipitation to occur, orographic uplift should be sufficient to bring air parcels well beyond their lifting condensation level, and the time scale of rainfall formation should be shorter than that of cross-mountain advection. Flow patterns are rarely symmetric along a cross-mountain section (Seibert 2012), and uplift on the windward side leads to increased precipitation.

Since the rate of condensation is roughly proportional to vertical uplift, precipitation rates often increase with elevation. However, precipitation-elevation relationships are very variable in space.
and depend on the scale considered (see Daly et al. 1994 and references therein). Monotonic precipitation-elevation relationships are not universal, the most significant exceptions being tropical mountains and very broad mountain barriers. In the Alps, for instance, most of the impinging moisture condenses and precipitates along the outer boundaries of the mountain range, leaving interior regions relatively dry, even if more elevated (Frei and Schär, 1998). Much of the Tibetan plateau is dry for the same reason.

Stable precipitation can be displaced upstream of the mountains when strong orographic blocking occurs (Rotunno and Ferretti 2001), or by advection of hydrometeors downstream with the winds (Smith and Barstad, 2004; Zängl et al. 2008). The airflow generally descends on the lee side, creating a relatively dry rainshadow region (Narkhedkar et al. 2015; Mass et al. 2015). In mountain ranges where the synoptic climatology features strong prevailing winds, systematic lee/windward contrasts in precipitation gradients with elevation emerge.

Orographic convection, which may occur in the warm season in areas of near-surface convergence, such as mountain tops at daytime or forelands at night (Banta 1990; Kirshbaum et al. 2018), further complicates the picture. It imprints spatially variable diurnal patterns on the mean precipitation in mountain regions (Yaqub et al. 2011), and it generally enhances rainfall in the transition regions between mountains and their forelands, where convective ingredients are more likely to be optimally combined.

As is the case with temperature, the changing interaction between synoptic flow and orographically-induced circulations can cause significant variations in the distribution of precipitation on climatological time scales. Idealized studies of the response of orographic precipitation to global warming suggest that its trend will be largely determined by the local interaction of the mean flow with the orography (Shi and Durran 2014). Vertical velocity (dynamic factor) and the lapse rate of saturation specific humidity (thermodynamic factor) both play a role. In the case of orographic precipitation, the dynamic factor (enhanced windward ascent in a warmer climate) was shown to depend mostly on mid-tropospheric stability and low-level wind speed, and to determine both the spatially variable climate sensitivity of extreme orographic precipitation (Shi and Durran 2015) and the lower climate sensitivity of extreme precipitation over mountains than over oceans or plains (Shi and Durran 2016).

2.3 Challenges in observing and modelling mountain climates: lessons from past studies

Since mountain climates are both diverse and complex, quantifying the relevant processes is challenging, and thus the quantification of past and future climate-change patterns as a function of elevation is subject to large uncertainty.

Due to the remote nature of mountain regions with frequent harsh weather conditions, observational networks are sparse or are not designed to measure elevation-dependencies in climate (Lawrimore et al. 2011, Oyler et al. 2015). The GHCNv4 dataset, for instance, has more than 27,000 stations, but only 211 above 3000 m (and none above 5000 m: Menne et al. 2018). Both the orographic texture and the atmospheric response to dynamic and thermodynamic forcing induced by mountains contribute to the particularly strong spatial variability of weather and climate elements in mountains. Examples include cold air pools (which can cause extreme variations in minimum
temperatures over distances as small as a few hundred meters; Whiteman & Hoch 2014, Pages et al. 2017), or the effects of aspect and topographic shading on radiation regimes (Dozier & Frew 1990, Olson & Rupper 2019). Point measurements from complex terrain usually have a peculiar representativeness (for example, a mountain top station may broadly represent other mountain tops, but not nearby slopes or valleys), and thus high spatial density is mandatory if differential climate trends between mountains and adjacent plains are to be determined. Gridded analyses interpolating data from sparse networks, especially those with weak data coverage in complex orography, suffer from these problems, and require intelligent interpolation methods (Daly 2006). A good example which illustrates some of the problems with using gridded analyses for trend estimation concerns the rugged terrain of the western US. In the 1980s a network of high elevation SNOTEL sites was installed to measure high elevation precipitation. The post-1980 relative orographic enhancement field has been used as a static template of ratios to be applied to low elevation precipitation observations to estimate high elevation precipitation further back in time (Daly et al. 1994, Di Luzio et al. 2008). Thus, artificial stationarity is built into the trends of high elevation precipitation before 1980 (see also Vose et al. 2014 for a more recent example).

It is also challenging to detect elevation patterns in climate-change signals based on in situ stations (Pepin et al. 2015). Global, observation-based studies of mountain climate change have employed different methods to examine elevational gradients in change (Diaz & Bradley 1997, Pepin & Lundquist 2008, Zeng et al. 2015, Qixiang et al. 2018). Their outcomes depend heavily on how the comparisons were configured. For example, individual station trend comparisons may give contrasting results to trends aggregated for groups of stations by elevation band. Evidence exists that temperature trends on mountain summits show reduced regional variation and are more similar to changes in the free atmosphere than those in valleys, representing a broader signal in a “sea of noise” (Pepin & Lundquist 2008). Suitable choices of lowland sites for comparisons to mountain sites are not trivial. In the case of a linear mountain range, lowlands lie on either side, often with highly contrasting climates, most starkly in the tropical Andes with desert versus rain forest. On the western and eastern slopes of the Andes, elevation gradients of temperature change have opposite signs, for example (Vuille et al. 2003, 2015). Urban and coastal effects and microclimates, particularly in deeply incised valley systems or plains abutting mountain ranges, will all influence “lowland” climate, and consequently any elevation gradient in warming obtained.

Climate model simulations are useful to investigate mechanisms responsible for mountain processes and their long-term changes, both in historical simulations and future projections. However, they are generally coarse in spatial resolution, hence they do not resolve, or resolve only partially, the scales of spatial variability of intra-mountain features and relevant meteorological processes. Numerical models rely on parameterizations of the effects of sub-grid processes, which are more complex and less well known over mountains (Chow et al 2019) and thus represent a major source of uncertainty.
3. Methods

3.1 Meta-analysis of past studies using station observations

In contrast to other global studies which used historical time series of *in situ* stations directly (Diaz and Bradley 1997, Pepin and Lundquist 2008, Wang et al. 2016, Qixiang et al. 2018), here we use 70 published temperature trends (Table 1) and 34 precipitation trends (Table 2) in a meta-analysis of mean trend magnitudes. This list of studies was originally compiled for, and published as an annex to, Chapter 2 of the IPCC Special Report on Oceans and Cryosphere (https://www.ipcc.ch/srocc/chapter/chapter-2/) (Hock et al. 2019) (see Tables SM 2.2 and SM 2.4 for temperature and precipitation, respectively), and includes analyses between 1864-2017 (temperature) and 1866-2016 (precipitation) but with variable record lengths. In many of these studies, no explicit lowland vs. mountain comparison is made, although in some cases paired comparisons between groups of mountain and lowland stations are performed. To be included in our analysis, the minimum information required for each study was: station (or station group mean) warming rate, time period start and end dates, the mountain region, and the number of stations used to derive the mean rate (which acts as a level of confidence for group values). Unfortunately, as precise elevation information was not always available, insisting on absolute elevation data for all stations would have severely limited the number of samples. The terms “mountain” and “lowland” sites are relative and do not conform to a universal threshold elevation. Indeed, there is no single universally accepted definition of these terms. On the Tibetan plateau, for example, “low elevation” stations (2000-3000 m) would still be higher than “mountain” sites in many other parts of the world. Thus, each study was included following its own internal classification.

Summary information from the 57 temperature studies included is listed in Table 1. Full references are given in the Supplementary Information. The vast majority pertain to the mid-latitudes of the northern hemisphere, namely Europe (9), North America (6), the Himalayas (7) and the Tibetan plateau (17). The earliest was published in 1997 (Diaz & Bradley), and 35 (>60%) were published in the last decade (2010-2019). In 11 studies, explicit elevational comparisons, whereby trends at groups of high and low elevation sites were compared in the same mountain region, were built into the study. These are subsequently referred to as paired studies. In the other 46 cases, no explicit elevation comparison was made (unpaired). A subset of 5 studies had global scope (i.e. combined multiple mountain regions) and these are listed at the top of Table 1.

<table>
<thead>
<tr>
<th>Region (mountain range)</th>
<th>Elevation band (High, Medium, or Low)</th>
<th>Trend/10yrs (°C/decade)</th>
<th>Study Period</th>
<th>Number of stations</th>
<th>Variable/Season</th>
<th>Reference (Lead Author)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>High/Low</td>
<td>+0.21/+0.04</td>
<td>1951-1989</td>
<td>250/993</td>
<td>Min/Annual</td>
<td>Diaz (1997)</td>
</tr>
<tr>
<td>Global</td>
<td>High</td>
<td>+0.12</td>
<td>1948-2002</td>
<td>1084</td>
<td>Mean/Annual</td>
<td>Pepin (2008)</td>
</tr>
<tr>
<td>Global</td>
<td>High/Low</td>
<td>+0.40/+0.32</td>
<td>1982-2010</td>
<td>640/2020</td>
<td>Mean/Annual</td>
<td>Zeng (2015)</td>
</tr>
<tr>
<td>Global</td>
<td>High/Low</td>
<td>+0.30/+0.24</td>
<td>1961-2010</td>
<td>910/1742</td>
<td>Mean/Annual</td>
<td>Wang (2016)</td>
</tr>
<tr>
<td>Region</td>
<td>Type</td>
<td>Change</td>
<td>Period</td>
<td>Data Source</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------</td>
<td>---------</td>
<td>------------</td>
<td>-----------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>High/Low</td>
<td>+0.43/+0.35</td>
<td>1961-2010</td>
<td>Mean/Winter</td>
<td>Qixiang (2018)</td>
<td></td>
</tr>
<tr>
<td>N America Colorado/Pacific NW</td>
<td>High/Low</td>
<td>+0.75/+0.37</td>
<td>1979-2006</td>
<td>PRISM Gridded</td>
<td>Diaz (2007)</td>
<td></td>
</tr>
<tr>
<td>N America Appalachians</td>
<td>High/Low</td>
<td>+0.35/+0.31</td>
<td>1970-2005</td>
<td>1/1</td>
<td>Ohmura (2012)</td>
<td></td>
</tr>
<tr>
<td>N America W USA</td>
<td>High</td>
<td>+0.11</td>
<td>1991-2012</td>
<td>482</td>
<td>Oyler (2015)</td>
<td></td>
</tr>
<tr>
<td>N America USA</td>
<td>High</td>
<td>+0.14</td>
<td>1948-1998</td>
<td>552</td>
<td>Pepin (2005)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.35</td>
<td>1959-2008</td>
<td>91</td>
<td>Ceppi (2012)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.17</td>
<td>1959-2008</td>
<td>91</td>
<td>Ceppi (2012)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.48</td>
<td>1959-2008</td>
<td>91</td>
<td>Ceppi (2012)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.13</td>
<td>1864-2016</td>
<td>19</td>
<td>Begert (2018)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High/Low</td>
<td>+0.25/+0.31/+0.35</td>
<td>1981-2017</td>
<td>47/34/12</td>
<td>Rottler (2019)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.51</td>
<td>1961-2011</td>
<td>6</td>
<td>Scherrer (2012)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.43</td>
<td>1970-2011</td>
<td>1</td>
<td>Ohmura (2012)</td>
<td></td>
</tr>
<tr>
<td>Europe Switzerland</td>
<td>High</td>
<td>+0.3</td>
<td>1980-2011</td>
<td>1</td>
<td>Ohmura (2012)</td>
<td></td>
</tr>
<tr>
<td>Europe French Alps</td>
<td>High</td>
<td>+0.3</td>
<td>1960-2017</td>
<td>1</td>
<td>Lejeune (2019)</td>
<td></td>
</tr>
<tr>
<td>Europe French Alps</td>
<td>High</td>
<td>+0.14</td>
<td>1900-2004</td>
<td>1</td>
<td>Gilbert (2013)</td>
<td></td>
</tr>
<tr>
<td>Europe Italy</td>
<td>High/Low</td>
<td>+0.27/+0.49</td>
<td>1976-2010</td>
<td>12/12</td>
<td>Tudoroiu (2016)</td>
<td></td>
</tr>
<tr>
<td>Europe Italy</td>
<td>High</td>
<td>+0.15</td>
<td>1951-2012</td>
<td>24</td>
<td>Scorzini (2019)</td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>Level</td>
<td>Change</td>
<td>Period</td>
<td>Stations</td>
<td>Period Type</td>
<td>Source</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------</td>
<td>--------</td>
<td>--------------</td>
<td>----------</td>
<td>----------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Europe Pyrenees</td>
<td>High</td>
<td>+0.11</td>
<td>1910-2013</td>
<td>155</td>
<td>Max/Annual</td>
<td>Perez-Zanon (2017)</td>
</tr>
<tr>
<td>Europe Pyrenees</td>
<td>High</td>
<td>+0.57</td>
<td>1970-2013</td>
<td>155</td>
<td>Max/Annual</td>
<td>Perez-Zanon (2017)</td>
</tr>
<tr>
<td>Europe Pyrenees</td>
<td>High</td>
<td>+0.06</td>
<td>1910-2013</td>
<td>155</td>
<td>Min/Annual</td>
<td>Perez-Zanon (2017)</td>
</tr>
<tr>
<td>Europe Pyrenees</td>
<td>High</td>
<td>+0.23</td>
<td>1970-2013</td>
<td>155</td>
<td>Min/Annual</td>
<td>Perez-Zanon (2017)</td>
</tr>
<tr>
<td>Middle East</td>
<td>High</td>
<td>+0.14</td>
<td>1958-2000</td>
<td></td>
<td>Mean/Annual</td>
<td>Diaz (2003)</td>
</tr>
<tr>
<td>Middle East Palestine</td>
<td>High</td>
<td>+0.33</td>
<td>1970-2011</td>
<td>6</td>
<td>Mean/Annual</td>
<td>Hammad (2019)</td>
</tr>
<tr>
<td>S Andes</td>
<td>High</td>
<td>-0.05</td>
<td>1950-2010</td>
<td>75</td>
<td>Mean/Annual</td>
<td>Vuille (2015)</td>
</tr>
<tr>
<td>S Andes</td>
<td>High</td>
<td>+0.2</td>
<td>1980-2005</td>
<td></td>
<td>Mean/Winter</td>
<td>Zazulie (2017)</td>
</tr>
<tr>
<td>S Andes</td>
<td>High</td>
<td>0</td>
<td>1980-2005</td>
<td></td>
<td>Mean/Summer</td>
<td>Zazulie (2017)</td>
</tr>
<tr>
<td>Tropical Andes</td>
<td>High</td>
<td>+0.13</td>
<td>1950-2010</td>
<td>546</td>
<td>Mean/Annual</td>
<td>Vuille (2015)</td>
</tr>
<tr>
<td>Tropical Andes</td>
<td>High</td>
<td>-0.7</td>
<td>1985-2010</td>
<td>1</td>
<td>Mean/Annual</td>
<td>Ohmura (2012)</td>
</tr>
<tr>
<td>East Africa</td>
<td>High</td>
<td>+0.18</td>
<td>1958-2000</td>
<td></td>
<td>Mean/Annual</td>
<td>Diaz (2003)</td>
</tr>
<tr>
<td>South and East Africa</td>
<td>High</td>
<td>+0.14</td>
<td>1948-1998</td>
<td>41</td>
<td>Mean/Annual</td>
<td>Pepin (2005)</td>
</tr>
<tr>
<td>Himalaya</td>
<td>High</td>
<td>+0.1</td>
<td>1901-2014</td>
<td>122</td>
<td>Mean/Annual</td>
<td>Krishnan (2019)</td>
</tr>
<tr>
<td>Himalaya</td>
<td>High</td>
<td>+0.2</td>
<td>1951-2014</td>
<td>122</td>
<td>Mean/Annual</td>
<td>Krishnan (2019)</td>
</tr>
<tr>
<td>Himalaya</td>
<td>High</td>
<td>+0.48</td>
<td>1980-2010</td>
<td>1</td>
<td>Mean/Annual</td>
<td>Ohmura (2012)</td>
</tr>
<tr>
<td>Himalaya</td>
<td>High</td>
<td>+0.06</td>
<td>1958-2000</td>
<td></td>
<td>Mean/Annual</td>
<td>Diaz (2003)</td>
</tr>
<tr>
<td>Himalaya</td>
<td>High</td>
<td>+0.16</td>
<td>1901-2002</td>
<td>3</td>
<td>Mean/Annual</td>
<td>Bhutiyani (2007)</td>
</tr>
<tr>
<td>Himalaya</td>
<td>High</td>
<td>+0.57</td>
<td>1963-2009</td>
<td>3</td>
<td>Max/Annual</td>
<td>Nepal (2016)</td>
</tr>
</tbody>
</table>
Table 1: 70 observed near-surface temperature trends from stations or groups of stations, adapted from SROCC. The full list of the references is provided in the Supplementary Information: Direct paired comparisons (high vs. low elevation groups in the same region) are in bold. Elevation bands (high/medium/low) are relative and defined for this study. The total number of separate references is 57. Figures highlighted in yellow are modified from the original SROCC table (see notes in supplementary information: text T2).

Precipitation trends (34) are comprised of both absolute (21) and relative (13) trends, and come from 27 different studies. Although most are based on annual values, some seasonal comparisons are included (Table 2).
<table>
<thead>
<tr>
<th>Location</th>
<th>change (%)</th>
<th>period</th>
<th>total</th>
<th>period</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alaska</td>
<td>%</td>
<td>+3.5</td>
<td>1949-2016</td>
<td>18</td>
<td>Annual Total</td>
</tr>
<tr>
<td>USA</td>
<td>%</td>
<td>-1.1</td>
<td>1920-2014</td>
<td>102</td>
<td>Winter Total</td>
</tr>
<tr>
<td>Alps</td>
<td>%</td>
<td>-1.8</td>
<td>1971-2008</td>
<td>Gridded</td>
<td>Winter Total</td>
</tr>
<tr>
<td>Pyrenees</td>
<td>%</td>
<td>-0.6</td>
<td>1910-2013</td>
<td>24</td>
<td>Annual Total</td>
</tr>
<tr>
<td>Italy</td>
<td>%</td>
<td>-1.8</td>
<td>1951-2012</td>
<td>46</td>
<td>Annual Total</td>
</tr>
<tr>
<td>Carpathians</td>
<td>%</td>
<td>+1.4</td>
<td>1960-2010</td>
<td>Gridded</td>
<td>Heavy Precip</td>
</tr>
<tr>
<td>Tian Shan</td>
<td>%</td>
<td>+4.3</td>
<td>1960-2014</td>
<td>Gridded</td>
<td>Winter Total</td>
</tr>
<tr>
<td>Japan</td>
<td>%</td>
<td>+3.0</td>
<td>1898-2003</td>
<td>61</td>
<td>Heavy Precip</td>
</tr>
<tr>
<td>Kenya</td>
<td>%</td>
<td>-6.0</td>
<td>1979-2011</td>
<td>50</td>
<td>MAM Total</td>
</tr>
<tr>
<td>Kenya</td>
<td>%</td>
<td>+6.0</td>
<td>1979-2011</td>
<td>50</td>
<td>OND Total</td>
</tr>
<tr>
<td>Alps</td>
<td>Abs</td>
<td>+0.3</td>
<td>1980-2010</td>
<td>43</td>
<td>Annual Total</td>
</tr>
<tr>
<td>Caucasus</td>
<td>Abs</td>
<td>-90.0</td>
<td>1936-2012</td>
<td>90</td>
<td>Annual Total</td>
</tr>
<tr>
<td>Caucasus</td>
<td>Abs</td>
<td>+60.0</td>
<td>1936-2012</td>
<td>&lt;90</td>
<td>Annual Total</td>
</tr>
<tr>
<td>S Andes</td>
<td>Abs</td>
<td>-30.0</td>
<td>1979-2010</td>
<td>Gridded</td>
<td>Annual Total</td>
</tr>
<tr>
<td>Himalaya</td>
<td>Abs</td>
<td>-36.5</td>
<td>1951-2007</td>
<td>Gridded</td>
<td>Summer Total</td>
</tr>
<tr>
<td>Himalaya</td>
<td>Abs</td>
<td>-76.7</td>
<td>1950-2009</td>
<td>Gridded</td>
<td>Summer Total</td>
</tr>
<tr>
<td>Tibet</td>
<td>Abs</td>
<td>+14.3</td>
<td>1960-2014</td>
<td>71</td>
<td>Annual Total</td>
</tr>
</tbody>
</table>
Table 2: 34 observed near-surface precipitation trends from stations or groups of stations, adapted from SROCC. The full list of the references is provided in the Supplementary Information. The original SROCC table was in many cases missing some information, meaning that the original publications had to be examined in detail to derive decadal (absolute or relative) changes. Note since some individual studies report more than one trend, the total number of references is less than 34. * denotes standardised precipitation index

We confined our analysis to published figures listed in the SROCC tables (reproduced in Tables 1 and 2). We checked these data for authenticity and did make one or two changes (highlighted here), but did not extract or estimate values from graphs in the original articles. Whilst temperature trends were uniformly expressed in °C/decade in the source material, precipitation trends were reported using a combination of absolute (e.g. in mm) and relative changes (as percentages relative to some baseline), and furthermore over different time periods. Decadal rates of change were therefore calculated by dividing total change by the length of period. Unfortunately, the two cannot easily be compared. Doing so would require information on mean annual precipitation, yet this information was generally not provided. Relative and absolute changes are therefore analyzed separately.

This literature-based approach is not comprehensive and is inherently somewhat subjective due to the different criteria applied by the various studies. The uneven distribution of observational studies (from Tables 1 and 2) across the globe is illustrated by Figure 1. We also directly compare observed temperature trends derived from our station-based analysis with the mean global observed temperature change over i) land and sea combined according to HadCRUT4 (Morice et al. 2012), and ii) over the land surface only according to CRUTEM4 (Jones et al. 2012) for the equivalent time periods. We use the best estimate of annual temperature anomalies for both these datasets (see the original references for details).

3.2 Gridded observations, reanalyses and CMIP5 models

To provide a more spatially comprehensive and global assessment of mountain trends than station observations permit, we additionally calculated changes in mean annual temperature (°C/century)
and precipitation (mm/century) using gridded datasets that were produced by interpolating from observations (CRU, GISTEMP and GPCC), a reanalysis dataset (ERA5), and the ensemble mean of 32 historical simulations from CMIP5 global climate models. Further details of these datasets are provided in Table 3 and Appendix S1. We retained the gridded observational datasets at their original resolutions. Data from the individual climate models were first re-sampled to a common 1°x1° reference grid and then averaged to obtain the multi-model ensemble mean (hereafter, CMIP5). A land-sea mask derived from GPCC (0.25° × 0.25°) was applied to all datasets after resampling it to its native grid. Grid cells with more than 50% land were considered as such, with the remainder excluded. The effects of the adopted land selection method were included as part of an uncertainty analysis (see section 3.4).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Temperature metric</th>
<th>Precipitation metric</th>
<th>Spatial resolution (°)</th>
<th>Temporal resolution</th>
<th>Version (if applicable)</th>
<th>Source</th>
<th>Date of access</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRU</td>
<td>Near surface T (K)</td>
<td>Total pr (mm/month)</td>
<td>0.5°x0.5°</td>
<td>Monthly</td>
<td>CRU TS4.0</td>
<td><a href="http://badc.nerc.ac.uk/data/cru">http://badc.nerc.ac.uk/data/cru</a></td>
<td>Jun 2019</td>
<td>Harris et al. (2020)</td>
</tr>
<tr>
<td>GISTEMP</td>
<td>T anomaly (K)</td>
<td>---</td>
<td>2°x2°</td>
<td>Monthly</td>
<td>v4</td>
<td><a href="http://data.giss.nasa.gov/gistemp">http://data.giss.nasa.gov/gistemp</a></td>
<td>Aug 2019</td>
<td>Lenssen et al. (2019)</td>
</tr>
<tr>
<td>GPCC</td>
<td></td>
<td>Total pr (mm/month)</td>
<td>0.25°x0.25°</td>
<td>Monthly</td>
<td>2018</td>
<td><a href="http://gpcp.dwd.de">http://gpcp.dwd.de</a></td>
<td>May 2018</td>
<td>Schneider et al. (2017, 2018)</td>
</tr>
<tr>
<td>ERA5</td>
<td>2m T(K)</td>
<td>Total pr (mm/day)</td>
<td>0.25°x0.25°</td>
<td>Hourly</td>
<td>---</td>
<td><a href="https://cds.climate.copernicus.eu">https://cds.climate.copernicus.eu</a></td>
<td>Sep 2019</td>
<td>Hersbach et al. (2020)</td>
</tr>
<tr>
<td>CMIP5</td>
<td>T, 1.5m (K)</td>
<td>Total pr (mm/month)</td>
<td>1°x1°</td>
<td>Daily</td>
<td>CMIP5 (32 models)</td>
<td><a href="http://esgf.llnl.gov">http://esgf.llnl.gov</a></td>
<td>2013</td>
<td>Taylor et al. (2012)</td>
</tr>
</tbody>
</table>

Table 3: Characteristics of gridded datasets used in the analysis. See Table S1 for a list of the CMIP5 models included in the ensemble. Detailed discussion of individual datasets is provided in the Appendix.

3.3 Delineation of mountain/lowland areas and gridded comparisons

To delineate mountain and lowland regions, we use the K1 layer (Kapos et al. 2000) (a simple binary classification of mountain vs non-mountain) (also see Sayre et al. 2018). This enabled us to calculate global trends for mountain and non-mountain (lowland) areas separately. K1 relies solely on elevation to classify cells above 2500 m as mountainous, but relative relief and slope...
gradient are also used below this threshold. According to K1, mountain areas occupy 35.9 million km$^2$, or 24.3% of the land surface. Figure 1 shows the resultant global distribution of mountain areas (0.25° resolution). Our adopted K1 grid is GME 1.0 from https://rmgsc.cr.usgs.gov/gme/, derived from a global 250 m DEM (Kapos et al. 2000) and resampled to 0.25° (the highest resolution of our datasets, i.e. ERA5 and GPCC), considering as mountain all cells having >30% of mountain points in the original layer. Since the climate datasets have different grid resolutions (varying natively from 0.25° to 2°), we then resampled K1 separately onto each via first order conservative remapping. Any grid cell having at least 50% of its area classed as mountainous in K1 is considered as such. In accordance with Sayre et al. (2018), Antarctica and Greenland were excluded from the analysis. Any regridding/interpolation was performed on the elevation grid and not on temperature and precipitation datasets.

We calculate mountain and adjacent lowland temperature/precipitation trends (and trends in the difference between them) over global 30° latitude bands (ignoring > 60°S), as well as over the key mountain regions shown in Figure 1 (Rocky Mountains, Greater Alpine Region (GAR), Tibet and Andes) considering the entire period 1900-2018 as well as sub-periods starting in 1940, 1960 and 1980. Trends were calculated using ordinary least squares regression on area-weighted annual averages over the target band or region, and the spatial variance of the trend within the region was retained as a measure of uncertainty. We evaluate trend significance by applying Mann-Kendall tests, both on individual trend lines and on the trend of the mountain-lowland difference. Note that ERA5 and CMIP5 were evaluated over the period of their data availability, i.e. 1980-2018 for ERA5 and until 2005 for CMIP5.

The areas used to derive mountain/adjacent lowland regions are arbitrarily defined using the following boundaries: Rocky Mountains: 125/95°W and 30/50°N; GAR: 4/19°W and 43/49°N; Tibetan Plateau: 60/120°E and 18/47°N; Andes: 80/60°W and 40/0°S (Figure 1). The four areas considered have similar (but not identical) mountain/lowland area ratios.

We also evaluated our results by resampling all datasets onto a common 1°x1° grid. However, this involves considerable smoothing and the loss of topographic detail. We do not discuss these results here, but include the effects of resolution in the uncertainty analysis (Section 3.4).
Figure 1. Map showing K1 mountain regions (in white). These are defined on a 1 km resolution using the criteria in Table 3. Representative locations of in situ station studies (Tables 1 and 2) are marked for precipitation (blue squares) and temperature (red triangles). A magnified map of the Greater Alpine Region (GAR) is shown as an inset (top right). Key mountain regions considered in the study are highlighted with light blue shading.

3.4 Uncertainty and quantification of error

Several sources of uncertainty affect our study, ranging from measurement error at individual stations to the effects of interpolation processes. If temperature data can be generally considered stochastically with negligible error for individual measurements or systematic bias among stations, precipitation measuring errors are generally associated with a (sometimes considerable) degree of underestimation. This is due to factors such as evaporation, aerodynamic effects lifting rain droplets or snowflakes out of the gauge (“undercatch”), lack of heated pluviometers, and shear effects which cause flow acceleration around the gauge (Goodison et al. 1998, Kochendorfer et al. 2017). The error is typically largest in snowy regions during the cold season and largely depends on the meteorological conditions (especially wind), coupled with the instrumental design. Different biases between sites, station instrumentation, and through time (e.g. per event, winter vs. summer) make corrections difficult (Smith et al. 2020, Thornton et al. 2021a).

In the station meta-analysis, uncertainty can be measured in a qualitative manner using the number of stations used to calculate the mean warming rate (more stations implying a mean value which is closer to the actual mean over the region), but since we have no information on the standard deviation of group warming rate figures within individual studies, we cannot perform a traditional statistical error analysis. Trends derived from the published studies (Tables 1 and 2) were therefore considered stochastically and with no individual error.

Gridded observational datasets are similarly affected, with the addition of the likely unrepresentative sampling and interpolation errors due to the sparse and uneven distribution of stations. In mountain areas, weighting and interpolating station data across grid cells are further complicated by the representativity of the elevation of individual stations. It is not necessarily the case that the mean elevation of stations contributing to a given cell estimate is consistent with the mean average elevation of that cell. In addition, and more problematically, high elevation regions may be completely lacking stations, which causes mountain averages to be biased toward lower elevation values.

Gridded datasets adopt several strategies to overcome sparsely distributed input data, e.g. applying weighting schemes such as the inverse of the distance between the stations and the grid point (thereby incorporating nearby stations only), their directional distribution, and the gradients of the data field in the vicinity of the grid point (e.g. GPCC). In regions and periods of reduced data coverage, data filling from climatological values can be adopted to avoid interpolation artefacts (e.g., GPCC), which may affect trend calculation. A further important factor in relation to uncertainty is the temporal variability of the number of stations included. There is an increase in
the number of stations during the 20th century, but some networks see a marked decrease in the 2010s (particularly GPCC and CRU; e.g. Jones et al. 2012).

Recently, climatological estimates of uncertainty were released for some of the gridded datasets. For example, the relative sampling error for monthly precipitation in GPCC is reported to be between 7 and 40% of the true area-mean if 5 rain-gauges are used, and between 5% and 20% if 10 rain-gauges are used. The uncertainty estimates for ERA5 are provided by a 10-member Ensemble Data Assimilations (EDA) system, which takes into account mostly random uncertainties in the observations, sea surface temperature and the physical parametrizations of the model, but it does not account for systematic model errors. The temporal evolution of the monthly and globally averaged ERA5 ensemble spread for surface temperature shows a gradual decrease in time from 1979 to 2018 from about 0.4 to 0.3 K (Hersbach et al., 2020). However, the ensemble spread should mainly be used to evaluate the uncertainty at a given time, rather than for long-term and/or large-scale averages. For CMIP5 models, the spread of the various models can be used as an estimate of the uncertainty of the ensemble mean. The spread depends, among others, on the considered variable, geographical area and season. For example, in their paper analysing precipitation in the western and eastern parts of the Himalayan chain, Palazzi et al. (2015) used the coefficient of variation (the percent ratio of the multi-model standard deviation to the multi-model mean) to provide a quantitative estimate of the variability of CMIP5 models with respect to their mean. That study showed that the largest inter-model spread is measured in the Hindu-Kush Karakoram in summer, with an average value of the coefficient of variation of ~50% (meaning that the standard deviation of the models is on average about the 50% of the mean) in both the historical period (time average over the years 1901–2005) and in future decades.

Given these difficulties in correctly quantifying uncertainty affecting gridded data, we adopted a common strategy for all datasets. For the results presented in this paper, we evaluated the significance of the trends purely stochastically for temperature and precipitation time series and report results (with significance) following the methodologies introduced in Sections 3.2 and 3.3 (this is the reference analysis).

We also studied uncertainty in terms of sensitivity of these results (magnitude of trends and their significance) to various different analysis configurations: this included sensitivity to land/ocean masking method, mountain/lowland selection and regridding, dataset spatial resolution (i.e. retaining native grids versus standardizing the grid resolution to 1°), and adopted region sizes. For example, an ensemble of 19 result sets was obtained for ERA5 temperature trends (during 1980-2018) in all regions and latitude bands, by varying the adopted analysis configuration. The ensemble shows consistent results for GAR, Rockies, Global and 60N/90N in terms of trend differences (mean ±1σ = 0.72 ± 0.17, 1.32 ± 0.18, 0.52 ± 0.51, and -1.34 ± 0.36°C/century, respectively), their significance (mean p-value ±1σ = 0.00 ± 0.00, 0.05 ± 0.03, 0.03 ± 0.04, 0.01 ± 0.02) and the number of cases being significant (19/19, 10/19, 14/19 and 17/19, respectively), but somewhat less robustness for 30S/0 with a trend of 0.38 ± 0.30°C/century, a p-value 0.07 ± 0.07, and significance in 9 of the 19 ensemble members. This uncertainty analysis shows that significant results from our reference analyses, as presented in this paper, tend to lie close to the mean of the ensemble, and that the choice of methodology adopted generally does not disproportionately influence the results (see the acknowledgements for how to access the sensitivity analysis).
4. Results: Temperature trends

4.1 Station observations

Figure 2 shows the mean warming rate (°C/century) reported for each study (except global) against the mid-year of the respective observational record. There is a general tendency for trend magnitudes to be higher for the shorter records (which usually begin later), particularly in the Tibetan Plateau. The longest studies (with mid-points before 1970) have more stable temperature trends, below 2°C/century. Although this is partly a statistical artefact, it also suggests that mountain temperature trends may have accelerated in recent decades in comparison with earlier years. The Andes region shows weaker trends than many others, and includes one cooling site (-7°C/century).

Figure 2: Mean warming rate vs. observational record mid-point from all individual studies. Symbol colors indicate the region. Trends from the 5 global mountain syntheses (>500 stations) are represented by black triangles (n=9), and the global syntheses best-fit line by the dotted line (linear regression: $r^2=0.70$, $p<0.01$). The HadCRUT4 (global land and sea combined) and CRUTEM4 (land surface only) trends for the same period as the mountain studies (variable in length) are represented by the two solid lines. The length of the running mean is indicative of the average length of record upon which the trends in the individual regions are based.
Prior to 1980, differences between mountain trends and the global land and land/ocean trends were minimal. However, many of these studies are based on long records (>100 years). Since 1980, however, mountain studies have, on average, reported higher trend values than the global mean (as given by both CRUTEM4 and HadCRUT4). Global mountain syntheses (defined as trends from the five studies with more than 500 stations distributed around the world, marked “global” in Table 1) are closer than individual mountain studies to CRUTEM4 and HadCRUT4 (for the same time point), but since 1970 have also tended to give marginally higher mean warming rates than the global average. Therefore, there appears to be some limited evidence for elevation-dependent warming (EDW) with more pronounced warming at higher elevations, or at least enhanced mountain warming in comparison with the global land and land/ocean mean warming rates. Of the individual mountain studies (n=61), only 8 or 16 of the trends are weaker than the equivalent HadCRUT4 or CRUTEM4 trend over the same period, respectively.

As the above studies are taken from a variety of geographical regions, regional differences that are independent of elevation will be present. We therefore also compared trends from high/low elevation station groups within the same region. In 9 of 11 paired studies, the high-elevation stations exhibit a higher trend magnitude than the corresponding mid or low elevation stations (Figure 3). This indicates that within regions, more pronounced warming at high elevations often exists.

When a global comparison of mean temperature trends for all high-elevation/mountain regions versus all adjacent low elevation regions grouped together was performed (classifying unpaired studies in the high-elevation group), no significant difference in mean trend magnitude between the groups was detected. Median warming rates for the high group are +2.3°C/century (n=59), compared with +3.2°C/century (n=11) for the low group (p=0.57 based on two-tailed t-test) (figure not shown). Although the high-elevation group is warming less rapidly on average, its variance is much higher. This is expected because the group is larger, but also because a random sample of n stations in mountain terrain would likely have more variable trends than the same sample in flatter regions due to the effects of complex topography. When the comparison is restricted to paired studies in the same geographical region (high- and low-elevation groups in close proximity), the pattern reverses and the mean/median high-elevation rate is +3.9°/+3.5°C/century, compared with +3.1°/+3.2°C/century for adjacent low elevation regions). Statistical significance for any consistent elevation difference is weak, however (p=0.140: two tailed t-test). This finding implies that the uneven geographical distributions of mountain and lowland sites included in any “global scale” study may be at least partly responsible for the lack of consistent EDW pattern when all areas are assessed together. Given the appreciable difference it makes to results, consideration of the definition of the lowland area(s) with which mountain data are to be compared is an important area for further research.
4.2 Analyses of gridded data

i) Global

Table 4 shows temperature trends (°C/century) for four gridded datasets (CRU, GISTEMP, ERA5 and CMIP5) over four different periods for mountains (upper figure) and lowlands (lower figure). Changes in the mountain/lowland difference are indicated in the right of each cell. Enhanced mountain warming is represented by dark orange (significant) and light orange (insignificant) cells, and reduced warming by green (significant) and light blue (insignificant) cells.

In contrast to station observations, the pattern in the gridded datasets is somewhat less distinct, although on a global scale warming in mountains tends to be greater than the mean for their adjacent lowlands. This is particularly true for CRU over 1900-2018, and for CMIP5 over all periods. There is a slight tendency for positive EDW (enhanced mountain warming in comparison with lowlands) to be more frequent in 1980-2018. However, there are large inconsistencies and discrepancies between datasets. ERA5 shows positive EDW in all cases apart from high northern latitudes (data only exists since 1980), but GISTEMP and CRU are more ambivalent with many examples of negative EDW (reduced mountain warming in comparison with lowlands – green and blue...
shading). There is also a noticeable difference between hemispheres, with the southern hemisphere usually showing positive EDW (enhanced mountain warming) and the northern hemisphere sometimes the reverse. This contrast is particularly strong in the CMIP5 simulations.

Table 4: Temperature trends (°C/100y) for mountain/lowland/elevation difference by latitudinal band for four different periods using four different global gridded datasets. Trend figures show mountain warming rate/lowland warming rate (left hand side) and rate of change in the mountain/lowland difference (right hand side). All absolute trends are positive (warming). Green = mountain warming significantly slower than lowlands. Light Blue = mountain warming slower (not-significant). Light Orange = mountain warming faster (not significant), Dark Orange = mountain warming significantly faster. Significance of trend in the difference is based on the Mann Kendall test, \( p<0.05 \).

ii) Regional

Individual mountain regions were also compared with their immediate surroundings (defined in Figure 1). In many cases, differences between mountain and surrounding lowland warming rates
were significant (bold lines in Figure 4, and full figures in Supplementary Table S2). Overall, enhanced mountain warming ($p<0.05$) is much more common (20 cases) than reduced warming (5 cases). Enhanced warming can be seen in many regions, especially in the GAR, and for CMIP5 hindcasts in general. Regions which show significantly weaker warming in comparison with lowland surroundings ($p<0.01$) include the Tibetan Plateau region for 1900-2018 and 1940-2018 (CRU) and 1940-2018 (GIStEMP), and the Andes for 1980-2018 (CRU). CRU tends to be an outlier in this regard. The Rocky Mountains as a whole show fewer significant differences with their surroundings.

![Figure 4. Temperature trends for four different mountain/lowland comparisons for a) CRU, b) GIStEMP, c) ERA5 and d) CMIP5 gridded datasets. Mountain/lowland rates are represented by dotted/solid lines, respectively. Significant differences ($p<0.01$) are represented by bold lines. Full trend comparison figures are listed in the Supplementary Table S1. To improve clarity for the reader, the four periods are represented from left to right, and the lines do not overlap (they would otherwise extend to 2018 in all cases).](image)

A systematic examination of statistically significant trends in mountain/lowland temperature difference by season and by region is shown in Table 5 for two time periods (1900-2018 and 1980-2018). Clearly all mountain regions are different, but the Tibetan plateau is most consistent in showing reduced warming with elevation, while the Andes, Rockies and GAR often show enhanced warming, particularly in summer and over the longer time period (1900-2018). Trends over the most recent period (1980-2018) are somewhat more ambivalent, especially in the Andes. Overall it can be clearly seen that there is a predominance of positive trends for temperature (meaning enhanced warming at high elevation or positive EDW). Precipitation is discussed in section 5.
Table 5: Trends in mountain/lowland temperature and precipitation differences for different mountain ranges in different seasons. A negative trend (blue) means a decreasing difference (mountain warming less rapidly and more negative lapse rate for temperature, and mountain wetting less rapidly and reduced elevation-dependent precipitation).

4.3 Discussion

i) Global synthesis

When all studies are combined, our meta-study shows no significant difference between high- and low-elevation temperature trends on a global scale. In this case, the pooled stations in each group come from a range of different global regions, and since no universal absolute elevation threshold
was applied to distinguish these two groups, high and low elevation are purely relative terms. Thus, geographical differences may confound the straightforward quantification of EDW.

In contrast, most paired station comparisons (within the same region) indicate enhanced warming at higher elevations. However, this finding is based on a relatively small sample of localized studies. It is even possible, although unproven, that a reporting bias could exist, with enhanced mountain warming potentially being considered more worthy of reporting than the reverse finding. However, comparison between mountain warming and observed global temperature trends for combined land and sea (HadCRUT) and land only (CRUTEM4) (Figure 2b) shows that in approximately 80% of cases, mountain temperature trends are stronger than the global mean trends calculated over the same time period. This again suggests, at least on a broad scale, that positive EDW appears to be the predominant overall situation.

When spatially-continuous gridded datasets are used to compare mountain (K1) and lowland trends, a broadly similar picture emerges. Although more rapid mountain warming often exists in individual regions (Figure 4 and Table S2), the evidence in broader latitudinal bands (Table 4) is more equivocal. When data from entire latitudinal bands are averaged, mountain trends are not consistently different from those of adjacent lowlands. Although warming trends have accelerated in many locations, this appears to be slightly more marked in many mountain regions, indicating a weak tendency for positive EDW to be more widespread than negative EDW, especially in the most recent period (from 1980 onwards). For example, for both ERA5 and CMIP5, five out of six comparisons shown suggest stronger mountain warming in the most recent period, although not always statistically significant (Table 4). These findings appear to be consistent with an increasingly clearer signal of positive EDW in the station analysis as time progresses (Figure 2b), and this has also been suggested in recent literature examining the temporal evolution of EDW on the Tibetan Plateau (Guo et al. 2021). Further work needs to break down sets of time series into sub-periods to examine the temporal evolution of trends.

ii) Regional contrasts and differences

When individual mountain regions are examined in the gridded analysis, there is a much higher incidence of enhanced mountain warming in comparison with lowlands at the annual scale; four times that of the opposite pattern (Table S2). This agrees with the station analysis that suggests that positive EDW is more prevalent within mountain regions than when data from all mountain regions globally are pooled into a single group. Positive EDW signals in the GAR and the Rockies seem to be much more consistent between datasets and time periods than in the Tibetan plateau region (which sometimes shows the reverse), which perhaps explains the high level of debate about the exact nature of EDW in the latter region (You et al. 2008, Qin et al. 2009, Gao et al. 2018, Guo et al. 2020, Li et al. 2020).

A simple lowland/mountain comparison using a binary mountain/non-mountain classification cannot quantify more complex EDW signals. In particular, any enhanced warming at moderate elevations might be overlooked by our methodology. Many studies within the Tibetan plateau have suggested that more complex “banding” within EDW is present with enhanced warming up to and around the elevation of current snowline (~5000 m a.s.l.) (Qin et al. 2009, Gao et al. 2018, Pepin et al. 2019), but reduced warming above this. Moreover, because the altitudinal zonation of land-
Cover and snowlines vary across the globe (and indeed seasonally), potentially critical elevation bands could lie at different elevations in different locations. A more sophisticated analysis would therefore be required to analyze detailed vertical warming profiles. The K1 mountain classification distinguishes six separate elevation bands, so in theory such analyses would be possible. That said, using fixed elevation bands (e.g. absolute elevation thresholds) might conflate different signals in different regions, meaning a global analysis could hide complexities. Applying variable bands based on local climatology (e.g. mean annual temperatures) rather than elevation *per se* may overcome this issue to some extent.

Some regions show less warming than their surroundings over longer periods in CRU and GISTEMP (Table S2), including the Andes and Tibetan plateau. Both these ranges are surrounded by very different lowland climates. For example, the western slopes of the Andes are primarily desert, while the eastern slopes fall into the humid Amazonian basin. Thus, the lowland mean is an average of several distinct climate zones. It is well known, for instance, that the western and eastern slopes of the Andes have demonstrated different patterns of temperature change in the recent past (Vuille et al. 2003). Changes in the Pacific Ocean low level inversion and sea surface temperatures influence the vertical profile of EDW on the western slopes, but not in the east (Vuille et al. 2015). Lumping the whole “adjacent lowlands” together risks missing this detail. On the Tibetan plateau, there are known differences in EDW between the continental regime to the north, and the wetter humid regime to the south and east (You et al. 2008, Li et al. 2020), with different controls on lapse rates in the south-western plateau and Himalaya (Kattel et al. 2015) versus inland China (Li et al. 2012, 2013). It is therefore possible that EDW profiles on opposing slopes of the same mountain range may be physically decoupled, and could therefore cancel out or reinforce each other in our broad analyses. Further work must be conducted to subdivide the surroundings to examine different slope aspects separately.

The brief seasonal analysis (Table 5) again shows a predominance of enhanced mountain warming overall, but also especially in boreal summer (1900-2018). However, in other seasons the opposite is sometimes apparent. Summer mountain climate is often dominated by isolated convective events and strong thermal circulations, whilst any free-air effect is often less prominent because prevailing winds are often at their weakest. Further investigations into seasonal contrasts in changing elevational temperature differences may elucidate how such mechanisms are responding to climate forcing. Since many broader impacts are seasonal in nature, it is critical to understand how seasonal contrasts in EDW may arise, and perhaps persist, in future.

iii) Caveats

It should be a simple task to assess whether high and low elevation temperature trends are different using station data. However, choice of methodology is a complex decision. The majority of past studies which have paired high and low elevation station groups in the same region have demonstrated evidence of positive EDW (enhanced mountain warming). When a more extensive approach is given, categorizing all stations in discrete elevation bands (in our case solely high vs low) and then comparing mean (or median) trends for different bands, results are more equivocal. Other decisions include whether to contrast station groupings (as we have done in this review) or to plot a regression line between individual trend magnitudes (for many stations) and elevation.
There is no agreed “right” and “wrong” methodology, even though such choices influence the findings.

Individual gridded datasets do not consistently agree in their broad global temperature change patterns. CRU and GISTEMP, for example, show opposing global patterns in the mountain/lowlad temperature difference over the 1900-2018 period. These gridded datasets are interpolated from irregularly spaced point data, and use of different stations and/or different interpolation techniques is likely responsible for some of the differences between them. For future region-specific mountain vs. lowland comparisons, it might prove fruitful to include regional/national scale grids, which often have a denser underlying station network. Regarding reanalysis products, although ERA5 was considered the best of several alternatives at replicating observed trends in air temperatures at high elevation in the Alps, some errors were still considerable, particularly in winter (Scherrer 2020).

That CMIP5 model simulations are more likely to show positive EDW in historical runs than the observed datasets (at least in the southern hemisphere and on a global scale) is a surprising finding and requires further research. It may be that this signal is externally forced. Internal variability on the other hand, which is reflected in observational data sets but not in a CMIP5 ensemble mean, might control EDW signals in many mountain regions. In the tropical Andes, for example, the observed EDW profile reversed sign between an earlier (1961-1990) and a later period (1981-2010), in response to a phase shift of the Pacific Decadal Oscillation (PDO) (Vuille et al., 2015). Since CMIP5 models represent coupled simulations, their phasing of internal variability driven by El-Nino Southern Oscillation (ENSO) or PDO may not align with reality, and once CMIP5 models are averaged into a multi-model mean, the internal variability cancels out. This might result in a stronger, externally forced EDW signal in CMIP models compared to observations. It is imperative that differences between various temperature datasets (station observations, both point and interpolated, reanalyses and model runs) be better understood if we are to have confidence in assessment of past trends and future EDW predictions (Palazzi et al. 2017, Kotlarski et al. 2015, Rangwala et al. 2016).

5. Precipitation

5.1 Evidence from station observations

Observed precipitation trends are quoted in either absolute (e.g. mm/decade) or percentage terms. It is difficult to compare the two because of challenges in converting one to the other. Therefore, studies providing information on absolute and relative (%) precipitation change remained separated (Table 2). No clear patterns arise from the meta-analysis of trend magnitudes (standardized per decade) with respect to time (Figure 5). Roughly an equal number of studies suggest climatic wetting and drying. No significant relationship between the mean of the period and the rate of wetting/drying is apparent, and no consistent increase in the trend magnitude over time emerges, in contrast to temperature. Trends appear to be slightly less variable when the mean year of record is earlier (left of graph) but this is partly a statistical artefact, the length of period being longer for
earlier studies. Depending on the period considered, there may be inter-decadal oscillations in trend magnitudes, although the high noise levels and measurement uncertainties make them difficult to quantify globally.

![Figure 5. a) Relative, and b) absolute changes in mountain precipitation (in situ station studies) plotted against the mean year of the respective record. The respective scales are not strictly comparable in terms of vertical stretching as the conversion from absolute to relative change (and vice versa) is dependent upon mean annual precipitation, which varies from place to place.](image)

5.2 Analyses of gridded data

i) Global

The global gridded precipitation datasets show more consistent patterns in differences between mountain and lowlands (Table 6) than the station analysis. CRU and GPCC show broadly similar patterns, with a predominance towards increased drying/decreased wetting in mountain regions in comparison with adjacent lowlands, i.e. a decrease in elevation-dependency of precipitation. The latitudinal band 0-30 N (tropical highlands) in CRU, where the elevation dependence has strengthened in some time periods (although not significantly), is an exception. In more than half of the cases (15/13 of 24 comparisons for CRU and GPCC, respectively), a long-term precipitation increase has occurred in both lowlands and mountains, but this has been stronger in the lowlands (thus reducing elevation-dependence of precipitation). In both CRU and GPCC there is also little difference between periods, although from 1980 onwards the strengthening of the orographic effect in the tropics disappears and elevation-dependence of precipitation is reduced globally. ERA5 also shows consistent weakening of the orographic effect, as does CMIP5 in most locations, although this is offset in CMIP5 by significant steepened orographic effects in high northern latitudes (above 60°N) in all periods, which becomes even more distinct in the most recent period. Being inconsistent with the other global changes, this is something of an outlier.
Table 6. Precipitation trends (mm/year/century) for mountain/lowland areas (left hand side) and orographic effect (right hand side) by latitudinal band over four different periods extracted from four different global gridded datasets. Orange = increased orographic effect (significant). Pink = increased orographic effect (not significant). Dark Blue = decreased orographic effect (significant). Light Blue = decreased orographic effect (not significant). Significance of trend in the difference is based on the Mann Kendal test, p<0.05.
Figure 6. Precipitation trends for four different mountain/lowland comparisons for a) CRU, b) GISTEMP, c) ERA5 and d) CMIP5 gridded datasets. Mountain/lowland rates are represented by dotted/solid lines respectively. Significant differences ($p<0.01$) are represented by bold lines. Full trend comparison data are listed in Supplementary Table S2. For clarity, the four periods are represented from left to right, and the lines do not overlap (they would otherwise extend to 2018 in all cases).

ii) Regional

Comparisons of regional mountain precipitation changes in Figure 6 shows that trends vary by region, but that relatively few are significant. Globally, decreasing elevation-dependence of precipitation (relative lowland wetting) dominates (Table S3). All but one of the 16 significant regional trends in mountain/lowland precipitation difference are negative (weakening orographic effect). Absolute precipitation trends tend to become more variable over 1980-2018. Significant contrasts between regions are apparent, but this also depends on the dataset. Tibet shows a decreasing orographic effect (ERA5) driven by strong mountain drying. The Rockies also show a significant decreasing orographic effect over 1940-2018 and 1960-2018 (CMIP5), as do the Andes over 1900-2018 (CRU). The only increasing difference is reported in the Andes for 1960-2018 (CMIP5), but absolute changes are small.

Unlike for temperature, there was generally no systematic contrast in trends by season (Table 5). The observed weakening of elevation-dependency of precipitation was consistent in all seasons (i.e. all seasons contribute equally to the annual trend), particularly over the longer period of 1900-2018. The Andes and Tibet tend to show more significant changes overall than the Rockies and GAR. In the most recent period (1980-2018) the weakening is somewhat less distinct, but still the dominant pattern.
5.3 Discussion

i) Global synthesis

Based on station data published in IPCC SROCC, it is uncertain whether elevation-dependency of precipitation is changing. The small sample size, wide variety of mountain regions sampled, and the difficulties associated with easily comparing absolute and relative changes are all contributory factors which obscure the results. The measurement of high-elevation precipitation is particularly difficult, especially when the proportion of snowfall is high and conditions are windy. Due to the resultant gauge undercatch (Goodison et al. 1998, Kochendorfer et al. 2017), mountain precipitation measurements are often unreliable and systematically biased towards underestimation (Whiteman 2000), and this bias probably increases with elevation. Moreover, the number of long-term high-elevation stations is severely limited, and comprehensive studies of mountain precipitation are rare. Controversially, our ability to model mountain precipitation may now exceed our ability to measure it (Lundquist et al. 2019).

The use of gridded observational and modelled datasets provides a slightly more comprehensive picture, reducing some of the noise arising from irregular station distribution and facilitating analyses of regional trends. Perhaps surprisingly, due to the general dominance of decreasing orographic effects, there was much more agreement between datasets than was the case for temperature trends. Occurrences of increasing orographic effects (only 11 in Table 6) appear to be limited to tropical latitudes (CRU) or above 60°N (CMIP5). It is not unexpected that trends in mountain/lowland precipitation differences would show different behavior according to latitude, since it is established that the instantaneous gradients themselves are very different in tropical and extra-tropical locations (Barry 2008). In the mid and high latitudes, precipitation tends to increase with elevation up to the highest summits, and orographic enhancement is largely controlled by the strength of the upslope flow. The strong westerly jet flow in the mid-latitudes causes both more rainfall to fall on exposed upper slopes, and generates a strong lee sheltering effect (notwithstanding some “blow over” precipitation which falls beyond the crest).

The observed weakening orographic precipitation effect in these latitudes would be consistent with a weaker and/or more variable mid-latitude jet, which would also weaken windward/leeward slope precipitation contrasts in mid-latitude mountains. There is indeed some evidence for a weakening mid-latitude jet stream, perhaps related to more amplified long-wave patterns due to Arctic Amplification (Francis & Vavrus 2015, Barnes & Screen 2015). Observed decreases in windward slope rainfall in maritime mountains, such as the Washington Cascades, are proposed to result from slowing westerlies which would also fit in with this hypothesis (Luce et al. 2013). Many recent regional climate model (RCM) simulations have also alluded to a decrease in winter rainfall in mid-latitudes on the upper windward slopes of many mountain ranges (Salathé et al. 2010, Grose et al. 2019). In relatively dry inland locations and on lee-slopes such as the Sierra Nevada, the convective component of rainfall is often more dominant, and thus lee slope precipitation would decrease less than that on windward slopes under such circumstances. Overall, on an annual basis, a weakened westerly circulation would be one possible cause of the apparent observed decreased elevation-dependency of precipitation in mid-latitude mountains.
In contrast, Grose et al. (2019) suggested that convective precipitation has increased - particularly in summer in continental regions such as the Alps - as a result of enhanced thermal circulations coupled with a moister and warmer atmosphere. This finding is supported by other studies both in the Alps (Giorgi et al. 2016) and elsewhere (Chernokulsky et al. 2019). You et al. (2014) have reported a widespread stilling of wind speeds on the Tibetan plateau, which would also increase local thermal circulations and convective precipitation at the expense of mechanically-induced orographic enhancement of precipitation in the prevailing westerly airflow. On the other hand, the western US has seen a tendency towards longer dry intervals between summer rainfall events (Holden 2018), and there may be dynamic (circulation) influences controlling this. From the theories discussed above, one might expect seasonal contrasts in the changing orographic effect to be apparent in our data (a strong winter weakening and perhaps even a summer strengthening). However, based on a seasonal breakdown examining individual mountain regions (Table 5), no such pattern was discerned.

According to model hindcasts (CMIP5), polar latitudes of the northern hemisphere are an exception to the general decreasing orographic effect (mountain/lowland differences appear to be increasing here). However, this pattern is not observed in either GPCC or CRU, and is only weak in ERA5. The steepening could be due to a simulated northerly movement of the westerly storm track, so while in mid-latitudes the orographic effect has weakened in the simulation, the reverse could be true north of 60˚N. Further research is required to substantiate this.

The climatology in the tropics is somewhat different, with annual precipitation amounts usually decreasing with elevation (Anders & Nesbitt 2015), sometimes peaking at intermediate elevations and creating distinct cloud forests in certain locations (Hemp 2006, Appelhans et al. 2016). Upper level winds are often weak, and the vertical atmospheric profile of stability plays a large role in tropical rainfall through convection. The increasing orographic effects sometimes observed in tropical highlands may relate to an increased stability in the tropical atmosphere as a result of greenhouse warming being focused at higher elevations in the free troposphere (i.e. around 400 hPa) (Collins et al. 2013). Further work is again required to understand such changing free atmospheric profiles and how they may influence cloud forest location, for example (Helmer et al. 2019).

ii) Regional contrasts and differences

In accordance with the global picture, most significant changes in the elevation-dependency of precipitation within individual regions (Table S3) are negative (weakening). However, there are differences between datasets and regions. For example, there is a disagreement between past model simulations (CMIP5) and observations (CRU, GPCC) in terms of the sign of changing elevation-dependency of precipitation in the Andes. The same mismatch applies, to a lesser extent, in the GAR. Some of these disagreements may result from fundamental differences between observed data and results obtained from coupled models. CMIP5 models cannot simulate observed internal variability, related to the phasing of SSTs, and once they are averaged into an ensemble mean, any signal related to internal variability is lost. Since SSTs in the tropical Pacific are fundamentally important to understand precipitation trends in the Andes (Vuille et al., 2003), model-simulated
trends may differ from trends derived from observations on timescales where internal variability matters (interannual to multidecadal).

iii) Caveats

Both high-elevation observations and model simulations of precipitation are notoriously unreliable because of lack of representative high-elevation precipitation data, undercatch being a serious issue in windy locations and/or where a large proportion of the annual total is in the form of snow. Most global datasets (e.g. GPCC) are not corrected for this. There are additional limitations inherent in the use of global datasets such as ERA5 and CMIP5 to uncover trends in precipitation, particularly in mountain regions. Reanalyses (e.g. ERA5) use whatever stations are available and so stations come and go as time progresses which may influence trends in an unpredictable way (Henn et al. 2018). Model simulations using GCMs have coarse resolution (see broader discussion in section 6) and regional examples using RCMs have shown sometimes contrasting results to global-scale analyses (Wrzesien et al. 2019, Giorgi et al 2016).

Processes operating on scales finer than the model’s spatial resolution must be incorporated via parameterizations (Lal et al. 2000), which are often tuned to generate a present climate that is as close as possible to available observations (Mauritsen et al. 2012). Cloud microphysics, the planetary boundary layer, and convection are among the parameterized processes; the choice of the particular convective scheme has traditionally represented a key source of uncertainty in GCM-simulated precipitation (Arakawa et al. 2004). In addition, the coarse model resolution, in both vertical and horizontal directions, limits the capability of models to realistically reproduce the orography and to adequately represent regional forcings and orographic uplift. Recent implementation of non-hydrostatic equations for the atmosphere in high-resolution regional models has allowed handling of scales down to 1-3 km. This regional approach, which was applied in the past mainly on synoptic timescales, is now available for climate simulation, also in small ensembles of regional climate models such as in the CORDEX-FPS experiment (Coppola et al., 2020). Regional climate models and especially their upcoming convection-permitting setups can be expected to improve further in the near future (e.g., Lundquist et al. 2019, Lind et al. 2020, Schär et al. 2020). However, since different RCMs are required for different regions, optimising datasets for each region could lead to a rash of different (local) datasets/simulations, which arguably are then more difficult to compare.

As well as limitations in the datasets, there are analytical decisions which constrain our findings. Including mountains and adjacent lowlands as two distinct, pooled categories means that differences within regions such as between windward and leeward slopes, or on different aspects, are lost in the global and regional results. It is therefore recommended that future analyses are undertaken, subdividing mountain ranges into windward and leeward components, or by more detailed elevation bands. This would require a modification of the mountain classification scheme, and may even require a temporally variable classification of windward/leeward to account for circulation changes. More detailed seasonal analyses for specific regions may also help improve our understanding of the driving mechanisms. This is because the dominant precipitation forcing changes with season (as well as being location-dependent). Many mid-latitude locations dominated by convective precipitation in spring and summer could theoretically exhibit contrasting changes
in the elevation-dependency of precipitation during this period compared with autumn and winter, when rainfall is frontal-dominated. Further research is required to examine such processes in more detail, but is beyond the scope of this paper.

6 Broader Limitations and Proposals for Future Work

Several broader limitations associated with our approach must be considered. The station analysis has a subjective element, particularly when examining paired comparisons, as there is no universally accepted definition of high or low elevation. Global studies tend to use 500 m asl as a lower threshold to limit high elevation sites (Pepin & Lundquist 2008, Wang et al. 2016, Qixiang et al. 2018), but in areas like the Tibetan Plateau the threshold could reasonably be 2000 m or higher. Many features used to define high mountain regions, such as the treeline or snowline, are indeed not fixed at an absolute elevation, but change with latitude and continentality, so future work needs to design classifications which take this into account. Only having access to overall trends at each station, we could not examine changes in trends at individual sites over time. In the gridded analysis, we used one binary mountain classification (K1) as the high elevation “group”, and even though future work could examine the elevational profile across the six classes of the K1 classification (or other subdivisions, for example according to climate zones), absolute elevation zones do not always correspond with common patterns of ecological zonation or “real-world” features. Future work should therefore examine how changing the absolute elevation threshold may influence results, or consider applying a different threshold dependent on latitude and larger scale climate. The gridded analysis also has spatial limitations. Antarctica/Greenland have been excluded and some mountain areas which straddle mid and low latitudes (e.g. the Andes) with contrasting synoptic regimes were considered as one region here for sake of convenience. Surrounding lowland regions are defined based on land area only and oceanic areas have been ignored (which cover about 70% of the Earth’s surface). This is common practice, as oceans are expected to show much more stable climate regimes. Adding oceans to the lowland counterpart would probably lead to enhanced mountain warming by default (since temperature trends over the ocean tend to be weaker than over land) and therefore such an analysis could be misleading. This may even be the case to a lesser extent when including coastal regions which are more climatically stable than areas inland.

Uncertainty in trend estimates for individual station studies can be approximated statistically by the number of stations which contribute to the individual results in the meta-analysis (see Tables 1 and 2 or SM2.2/SM2.4 in Hock et al. 2019). Trend estimates which are based on a large number of stations (e.g. Zeng et al. 2015: >2000 stations) are more robust than those based on one station (see examples from Ohmura 2012). They will also tend to be less extreme since locally more extreme trends will be smoothed over. Precipitation trends were originally reported either as percentage or absolute terms. In order to combine them (or convert one to the other), reliable (local) measures of mean annual precipitation would be required. Since trend estimates are usually based on a mean derived from many stations, the mean precipitation for the region (at the very least) would be necessary to do this. Ideally the mean precipitation value for each station needs to be used to convert the trend at each station separately from absolute to relative (or vice versa) and then the mean regional trend should be calculated, rather than just converting the regionwide trend using a mean regional precipitation figure.
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Because of the limitations with station analysis (a result of the variety of approaches in the literature), using common gridded datasets may seem more attractive. However, these also suffer from uncertainties and important limitations. Some of the factors which lead to errors (grid resolution, lack of coverage, land-sea mask) have been discussed in section 3.4 and further work is using an ensemble approach to quantify how such factors influence uncertainty in extracted trends. In mountain regions, gridded values are estimated from the limited data available via interpolation. Metadata often emphasizes low-elevation locations, due to site accessibility and maintenance limitations at high elevation sites. Information on the stations which feed into the gridded datasets, including how the number and elevation distribution vary over time, is not always easily available, and raster datasets can convey a false sense of accuracy in the high mountains that does not match station density (which often decreases at high elevations). The number of stations included may vary significantly in time, and in most cases has increased since early 1900 but shows a significant drop over the last 10-20 years of the dataset due to delays in station data reporting (e.g., GPCC, CRU). Reanalysis datasets are less exposed to shortages of stations at high elevation since they assimilate satellite observations too (since 1979).

In this study, we retained the datasets’ original resolutions to avoid smoothing and losing further topographic detail. However, even a gridded resolution of 0.25° (GPCC and ERA5) likely underestimates the highest elevations (and deep valleys) due to topographic smoothing. In the Alps (~45°N) this resolution represents around 20 km which is commonly the distance between adjacent ridges or valleys. Underestimation is particularly important for sharp or isolated peaks. In the tropics one degree of longitude is over 100 km, and even spatially extensive peaks such as Kilimanjaro (5895 m) (20 km by 40 km) may be severely underestimated. At 0.25° (ERA5/GPCC) its summit “elevation” is 2996 m, and at 2° (GISTEMP) only 1258 m (figures derived from NOAA high resolution DEM). If high elevations are smoothed low, and high elevations are actually warming more rapidly, this might lead to underestimation of trend magnitudes overall. There may also be additional errors in elevation measurements within gridded datasets themselves, irrespective of resolution. Problems of horizontal resolution are also highly relevant for model data sets, which in addition may be affected by limitations in simulating mountain-specific processes (Baldwin et al. 2021).

The K1 definition offers a method to map mountain regions, but adjacent lowlands are less easy to define. How far away from the mountain region should the lowlands extend? Should there be separate comparisons on windward or leeward sides? This is particularly relevant where strong circulations from west to east operate which creates contrasting climate regimes upstream and downstream of the mountains, as in many maritime ranges of mid-latitudes. Changes on either side of the same mountain range may show opposite trends as observed in the Sierra Nevada (Lundquist & Cayan 2007) and the Pacific North-West (Luce et al. 2013). In the tropics or in areas where convective precipitation is dominant, there may be particular slope aspects which show contrasting trends to other slopes. The simple comparison of the mountain range with adjacent lowlands on all sides thus may miss important detail, and further work needs to subdivide mountain/lowland comparisons into smaller areas with more uniform synoptic activity. Many additional sensitivity analyses could be useful to examine changing trend profiles, including windward vs leeward slope contrasts, microscale aspect and topographical differences, and the effect of grid resolution and
data quality/abundance on the results. Some of these have been included in the ensemble approach discussed in Section 3.4, but others fall beyond the scope of this paper.

Spatial variability or inconsistency in the elevational contrasts of temperature/precipitation trends across different mountainous regions, or within different latitudinal bands, suggests that the physical drivers of warming and moistening may have different relative importance in different regions. For instance, the snow-albedo feedback may be a major driver of elevation-dependent warming in the Alps or Himalayas, but may be much less important in tropical mountains with limited snow and ice cover. Therefore, a regional differentiation of the most relevant processes is a key for understanding different regional patterns of elevation-dependent climate change. In addition, the local impacts of changes in global circulation, and how they may affect elevation-dependent climate change in specific areas, need to be better understood.

Systematic changes in temperature and precipitation gradients with elevation may be related to one another. The temperature lapse rate is the main factor of atmospheric stability, modified by moisture influences. When atmospheric stratification is becoming more unstable (increasing vertical temperature gradient), stronger convective precipitation can be expected. On the other hand, in orographic precipitation events due to flow blocking and dynamic lifting, the dependence on the temperature lapse rate is more complex. In these conditions, latent heat release due to the condensation of hydrometeors considerably weakens the lapse rate. Thus, the relationship between gradients of temperature and precipitation on an instantaneous (meteorological) timescale is not trivial, and may vary depending on the dominant precipitation-forming processes. Further work should examine the observed relationships between the two gradients, for different locations and seasons.

7 Impacts and implications of changing elevation-dependent climate gradients

The combined influence of temperature and precipitation changes with elevation is highly relevant for cryospheric features as they ultimately control the amount of solid precipitation (snowfall) and influence snow/ice ablation, as well as impacting on hydrological systems more generally and mountain ecology. Below, focusing on mountain cryosphere, hydrology and ecology, we discuss potential broader changes which may result due to a change in elevation profiles of temperature and precipitation. Although the concentration here is on temperature and precipitation changes, additional atmospheric variables such as wind speed and direction, humidity, cloud cover, and energy budget components (radiation) may also be strongly affected. Such changes are often controlled to a lesser extent by simple thermodynamic considerations (discussed in section 2), but rather often involve important contributions from circulation variability and, hence, chaotic internal climate variability (Shepherd 2014).

7.1 Mountain cryosphere

In recent decades, cryosphere changes in mountain areas (snow, glaciers and permafrost) have been quantified through observations from surface stations, remotely sensed data, and model simulations (Huss et al., 2017, Beniston et al., 2018, Hammond et al., 2018, Mote et al., 2018, Notarnicola,
2020). Regarding snow cover, a complex heterogeneous picture emerges, where snow variability depends on elevation, season, location, and is driven by an interplay of meteorological variables with orography, although air temperature and precipitation are dominant controls (Mote et al. 2018, Notarnicola 2020).

Due to the complex interaction between temperature and precipitation influences, the reaction of surface snowpack to climate change and variability is, in principle, dependent on elevation, but the profile of change varies across the globe. The critical variable is often mean temperature rather than elevation per se. Numerous studies have shown quite predictable sensitivity of snowpack to temperature across wide areas (Luce et al. 2014a, Cooper et al. 2016). At temperatures < -5°C sensitivity is typically low (Lute and Luce 2017, Ikeda et al. 2021). At temperatures just below/above the freezing level, increased precipitation will increase/reduce snowpack, and sensitivity is much higher. EDW with enhanced high elevation warming favors increased sensitivity over a wider elevation range, since the freezing level height rises disproportionately over high mountains (Diaz et al. 2003). Following the general elevation dependency of the available snowpack (larger snow accumulations at higher elevations) the quantitative impacts of EDW on snowmelt rates can also be expected to increase disproportionately overall. Weakening orographic precipitation gradients may also reduce snowfall (and hence snowpack), but only at the very highest elevations which would otherwise remain cold enough to benefit from solid precipitation. The separation of the influences of changing elevation gradients from absolute temperature/precipitation changes at a given elevation requires dedicated analyses employing models of snowpack and is beyond the scope of the present work, but observed snowpack trends can already provide some indications.

A reliable and robust trend detection of snowpack is often hampered by the fact that low and mid-elevation snowpacks (in zones where rain and snow are equally prevalent) often exhibit high temporal variability (Lievens et al. 2019). Records from the European Alps present strong negative trends for snow cover duration and depth below 2000 m, and weaker trends are detected above this (Beniston et al., 2018, Olefs et al. 2020, Matiu et al., 2021). In contrast, Klein et al. (2016) showed declines at both lower and higher elevations in the Swiss Alps. Snow has also generally declined in High Mountain Asia (e.g. from 1997 to 2009; Smith and Bookhagen, 2018), but the pattern on the Tibetan Plateau is complex. Decreasing snow cover duration has been reported below 3500 m (2000-2015), but there are increases in the south-western and central plateau (Wang et al. 2017). Such trends are supported by long snow depth time-series, which reveal a slight decrease from 1997 to 2012 (Shen et al., 2015), following a longer-term increase between 1951 and 1997 (Qin et al., 2006, Qian et al., 2011). Guo et al. (2021) show that declines in plateau snow cover were strongest at lower elevations (~2000-3000 m) between 1973 and 2002, but at higher elevations (~4000-5000 m) between 1989 and 2018, so the elevation profile of snow trends has shifted and even reversed over time. Some contrasting trends are identified in Fennoscandian mountain areas, where the higher/colder regions often show positive trends of maximum snow depth and maximum SWE, which in some cases have recently become negative (Beniston et al., 2018). Other European mountain regions in Spain, Romania, Croatia and Bulgaria, show a reduction in the main snowpack parameters. In the Andes, the most rapid decline in snowpack persistence is located at mid–high elevations (between 3000 and 5000 m), but there is a strong dependence on latitude and contrasting
patterns on eastern/western slopes (Saavedra et al., 2018), which are exacerbated by the fact that at low latitudes no seasonal snow pack exists, as snow tends to melt within a few days outside of glaciated areas (Vuille et al., 2018). Notarnicola (2020) analyzed trends in several snow parameters (snow cover, snow cover duration, snow onset and melt) over the last two decades at global scale using MODIS products. At moderate elevations between 1000 and 4000 m, mixed snow trends are found, while at elevations >4000 m, only negative changes (decreasing snow depth) were detected. This is surprising since we would expect some increases in the highest (coldest) areas with generally rising (or consistent) precipitation sums. Decreasing orographic precipitation may be partly responsible for the declines in these cases. Areas of the western USA, South America and Australia are suffering from extensive declines in many snow parameters, while colder areas in northeastern Russia, northern Europe, and some parts of central Asia show some positive trends (Huss et al. 2017, Beniston et al. 2018, Hammond et al. 2018, Mote et al. 2018). Although historical trends have often been relatively small, larger trends are often projected for the foreseeable future, as temperatures continue to rise. A final factor is heavy pollution, present in East Asia, the United States, and Europe, which can lead to aerosol deposition, decreased albedo, and ultimately enhanced snow melt (Barnett et al. 2005, Mote et al. 2018, Saavedra et al. 2018). However, evidence of the impact of black carbon from anthropogenic and biomass burning on snow melt in High Mountain Asia and South America is limited (Li et al. 2016, Zhang et al. 2018, Molina et al. 2015, Magalhães et al. 2019).

In addition to the snowpack decrease in many mountain regions is the observed rapid decline of the area and mass of global mountain glaciers (Hock et al. 2019, Zemp et al. 2015, 2019). In the European Alps, an estimated 50% of 1850 glacier area was lost by 2000 (Paul et al. 2020, Zemp et al. 2006). Excluding contributions from the glaciers and ice sheets of Greenland and Antarctica, the total contribution of the world’s glaciers to sea level rise during the period 1961-2016 amounts to 0.4 +/- 0.3 mm yr\(^{-1}\). Presently, this flux is equivalent to the sea level contribution of the Greenland Ice Sheet (Zemp et al. 2019). Atmospheric warming is very likely the primary driver for this global glacier recession (Hock et al. 2019). Moreover, in many regions, because large glaciers have response times of several decades, current glacier mass is in disequilibrium with climate. Accordingly, even if the climate was to stabilize rapidly, further glacier area and mass losses >30% are inevitable (Marzeion et al. 2018, Mernild et al. 2013). Despite the projected widespread glacier loss (Frans et al. 2018, McCabe and Fountain 1995), to our knowledge no global meta-analysis has been undertaken on the explicit influence of EDW and changing orographic precipitation gradients on glacier hypsometry and projected future decline. Glaciers flow downhill and therefore cross several elevation zones making this question more complex than it might otherwise be.

Compared to surface snow cover and glaciers, the temporal evolution of mountain permafrost is considerably less understood, partly because it cannot be directly monitored/observed remotely (Gruber et al., 2017). We do not even have a good idea of its elevation distribution. Based on modeling studies, around 27-29% of permafrost is thought to be located in mountain areas, covering an area 14 to 21 times larger than that of glaciers in these regions (Hock et al. 2019). While identifying mountain permafrost requires specific methods due to its high local heterogeneity and its existence in different landforms (rock walls, unconsolidated sediments), the basic relationships with climate are the same as in polar regions. Permafrost in the European Alps,
Canada, Scandinavia and Tibetan Plateau has shown degradation. Although this is primarily related to increasing temperatures, one cannot simply translate profiles of atmospheric warming to elevation profiles of permafrost change. Besides air temperature, snow cover can also exert a major influence on ground temperatures and, hence, on permafrost. Permafrost cooling periods can be related to years with low-snow conditions while summer heat waves can be related to an increase of the active-layer thickness such as in the European Alps (Nötzli et al. 2016, Etzelmüller et al. 2020). Moreover, in some regions, near-surface air temperature is warming less than ground surface temperature, probably again a consequence of reduced snow cover duration (Etzelmüller et al. 2020). The joint and partly counteracting influences of temperature and snow cover changes on permafrost bodies, combined with the complex spatial distribution of permafrost (only partly controlled by elevation), makes it hard to assess patterns of permafrost sensitivity to changing gradients of meteorological forcing. Still, contemporaneous temperature increases, relative precipitation declines (at high elevations) and snow cover decreases will very likely lead to accentuated permafrost decline in high mountain regions in coming decades (Lu et al. 2017).

7.2 Mountain hydrology and ecology

Mountains act as ‘water towers’, storing freshwater over a range of timescales (Barnett et al. 2005, Sturm et al. 2017, Immerzeel et al. 2020, Viviroli et al. 2011), mostly in solid form (i.e. snow and ice). Accordingly, the diminishing cryosphere described above and its reaction to changing elevational gradients of atmospheric forcing have a range of hydrological consequences, including threats to water supply in mountains and downstream regions (Bradley et al. 2006, Haeberli and Weingartner 2020, Viviroli et al. 2020), and the shift of snowmelt from late spring/summer to earlier in the year (Jenicek et al. 2018, Musselman et al. 2017, Parajka et al. 2016). As these hydrological changes highly depend on the presence of seasonal snow or perennial ice cover, elevational gradients of changes in climatic forcing play a key role. Within a given mountain range catchments at higher elevation are typically subject to a higher degree of snow and ice coverage and, hence, will respond differently compared to lower elevation catchments. However, it is difficult to make generalizations about the response of flow regimes in mountain catchments to changing elevational gradients, since discharge at a given point depends on the integrated effect of changes at a range of elevations above that point, and to an extent this should smooth out any contrasts, assuming the relevant elevation range is wide. Changes in the seasonal distribution of precipitation and the decrease of water volume stored as snow will also cause discharge regimes to shift seasonally (Jenicek et al. 2016, Godsey et al. 2014). While global analyses mostly provide no coherent picture on such changes (although regional evidence exists, e.g. Bard et al. 2015), future climate change projections indicate shifts of the snowmelt streamflow peak to earlier in spring, coupled with the transition to pluvially-dominated regimes as the freezing level rises (e.g., Arnell and Gosling 2013, Horton et al. 2006, Schnorbus et al. 2014).

Considering extreme hydrometeorological conditions like droughts, there may be elevation dependence in potential response. Examples from the mid-latitudes show a mixed picture but overall indicate an increasing importance of precipitation and evapotranspiration anomalies below roughly 2000 m a.s.l., shifting towards snow accumulation processes at higher elevations (Florencic et al. 2020, Gilbert and Maxwell 2018, Bales et al. 2018). However, analysis on the
2003 Alpine drought event highlighted the importance of enhanced evapotranspiration fluxes in forested areas above 1000 m a.s.l. which significantly reduced lower valley and foreland runoff (Mastrotheodoros et al. 2020). Via impacts on mountain groundwater recharge and storage, earlier snowmelt peaks might also enhance the likelihood and/or severity of late summer and autumn low flows and hydrological droughts (van Huijgevoort et al. 2014). However, analysis in the western US has identified the relative importance of declines in orographic precipitation (compared to reductions in snowpack storage driven by warming) in accounting for extreme low flow events in summer (Kormos et al. 2016). Heavily glacierized river catchments where glacial melt water represents a substantial contribution to total runoff will initially generate increased runoff up to a point of peak water, beyond which a critical glacier extent is surpassed and runoff decreases (Huss and Hock, 2018). This threshold has already been breached in some catchments. To what extent these changes are indeed influenced by elevational gradients of changes in the respective climatic forcing remains largely unknown but can be expected to depend on the region. Further research is required to provide a more comprehensive picture.

Partly connected to hydrological changes, mountain ecological systems have also been affected by mountain climate change. These impacts are often related to upward moving temperature isotherms and a general decrease of the land area that is subject to low mean annual temperatures. The concept of climate velocity or the “distance species have to move to maintain constant temperatures” is dependent on the current climate spatial gradient (or temperature lapse rate in mountains) and the rate of warming (Loarie 2009, Burrows et al. 2014). In a mountain context, the velocity is often expressed as rates of uphill movement of isotherms rather than horizontal distance, and many studies compare rates of observed uphill movement with theoretical climate velocity to see whether species are “tracking” climate forcing (Corlett & Westcott 2013, Dial et al. 2016). This of course assumes a constant lapse rate, and EDW – as demonstrated in this review – breaks this assumption meaning that different isotherms could move different distances concurrently, which in turn implies the compression or expansion of isotherm spacing on a given mountain slope. Enhanced warming at higher elevations implies habitats between isotherms will expand since higher elevation isotherms will move uphill more rapidly than lower ones. This in turn implies a larger land area between two given isotherms, and potentially a larger elevation range may be available for a particular temperature-sensitive species, which could be beneficial. However, there are additional complexities. Many climatic refugia are associated with local reversal of regional lapse rates (e.g., cold air ponding, Dobrowski 2011, Curtis et al. 2014) and are therefore decoupled from the broader climate velocity in the region. Although it is suspected that processes such as cold air drainage may become less frequent in a warmer world (Daly et al. 2010), there is no systematic analysis of how this could influence species migration and range shifts in mountains. Other habitats such as mountain streams may be largely decoupled from air temperature changes. There is evidence that so far mountain snowpack has acted as a buffer to moderate temperature changes in high elevation streams, an important habitat for trout in the western US, for example (Luce et al. 2014b, Isaak et al. 2016). Temperature increases may also impact mountain ecology through secondary effects such as upslope advances of forest fire lines (Alizadeh et al., 2021).

8. Conclusions and Outlook
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In this paper, we sought i) to examine the spatial and temporal patterns of recent changes in mountain climates around the globe with a focus on temperature and precipitation and how changes vary by elevation, ii) consolidate and summarize our current understanding of the drivers and processes that shape such changes, and iii) begin to consider the consequences of uneven elevational temperature and precipitation change for broader changes in mountain systems such as the cryosphere and ecosystems. As the main findings show, a more nuanced understanding of the governing processes that underpin these spatially distributed patterns and changes are not only relevant for key resource planning purposes, but also for the fit-for-purpose monitoring efforts that are needed within observational networks (Shahgedanova et al., 2021, Thornton et al., 2021b) and to substantiate the calls for actions around predictions (Adler et al., 2020).

8.1 Summary of main findings

Our main findings are as follows:

**Temperature: Station analysis**

In the majority of paired station studies within regions, high elevation warming is more rapid than at lower elevations. However, a global meta-analysis including all mountain regions does not show a significant elevation difference in warming rates.

**Gridded datasets**

Global analyses for mountain temperature trends based on CRU, GISTEMP, ERA5 and CMIP5 in comparison with adjacent lowlands in the same latitude band do not show consistent differences by elevation. In the most recent period (1980-2018), there is a slight tendency towards more pronounced warming in mountains.

Regions show contrasting mountain/lowland differences, with the Rocky Mountains and Greater Alpine Region showing enhanced warming in comparison with adjacent lowlands for most datasets. The Andes show opposing trends for gridded observations (weaker warming) and model simulations (stronger warming) but there may be good reasons for this difference. The Tibetan plateau shows weaker warming in many cases.

**Precipitation: Station analysis**

Station precipitation trends are inconsistent and are affected by higher uncertainties. They do not show systematic changes with elevation.

**Gridded datasets**

Precipitation changes in gridded datasets tend to show reductions in the elevation dependency of precipitation, particularly in mid-latitudes. This is often due to wetting in the lowlands but weaker wetting or even drying at high elevations.

More agreement between datasets is found concerning trends in the elevation-dependency of precipitation than for changes in temperature gradients.

8.2 Final remarks
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This extensive global analysis of changes in vertical gradients of temperature and precipitation in mountain areas has shown broad agreement between results from station data and gridded datasets. For temperature, paired station analyses tend to demonstrate enhanced warming in mountain regions, but a global analysis did not find clear difference between warming rates at high and low elevations. Gridded datasets corroborate this finding. Even though there are many regions with significant individual contrasts, however, there is no unequivocal single result on a global scale when all mountains are amalgamated. For precipitation, the station analysis did not produce clear trends, but gridded datasets suggest a weakening of orographic enhancement in a warmer world with more rapid wetting in lowland regions. This is consistent with a range of other regional modelling and observational analyses of past climates.

Overall, given the underlying data, we have more confidence in our conclusions regarding temperature than precipitation. Mountain precipitation remains extremely difficult to measure and model, with large and likely elevation-dependent biases that could overshadow elevation-dependent trends, and may be temporally non-stationary (e.g. if rain/snow ratios or instrumentation change). To our best understanding, precipitation undercatch corrections are not applied to most of the datasets employed here. Going forward, it may prove fruitful to develop global assessments by aggregating the results of regional scale-analyses that involve denser in situ and higher resolution gridded data. Assessing the extent to which elevation-dependent signals detected in globally consistent (but coarse) gridded datasets are also present in regional products, could help build confidence, or alternatively identify areas for improvement, in global datasets.

The consequences of our findings are important, not least for the status of water reserves in mountain regions. Should past trends continue, locally-enhanced warming in some mountain regions may further deplete snow and ice reserves, while a weakened orographic precipitation effect could limit any counter-benefit from increased rainfall which instead may be focused at lower elevations. Our findings therefore stress the importance of understanding elevation-dependent climate change as systematic (yet spatially variable) changes in climate trends with elevation. Our work identifies, for the first time, preliminary evidence of the potential weakening elevation-dependency of precipitation. As the planet warms, precipitation increase in mountainous regions may not occur as rapidly as in lowland regions. Thus, enhanced warming (EDW) combined with a weakening orographic effect may aggravate negative consequences for the world’s snow and ice reserves at high elevation.
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