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Introduction
These lecture notes are intended to be an introduction to the two-dimensional continuum
Gaussian free field, Liouville quantum gravity and the general theory of Gaussian multiplica-
tive chaos. Topics covered include

• Chapter 1: the definition and main properties of the GFF;

• Chapter 2: the construction of the Liouville measure, its non degeneracy and confor-
mal covariance, and applications to the KPZ formula;

• Chapter 3: a comprehensive exposition of the construction and properties of general
Gaussian multiplicative chaos measures;

• Chapter 4: an introduction to random planar maps - the discrete counterparts of
Liouville quantum gravity - and bijections with trees;

• Chapter 5: the Neumann GFF, the general notion of quantum surfaces, and in par-
ticular the so-called "thick quantum wedge";

• Chapter 6: Sheffield’s quantum zipper theorem.

The final topic above is quite technical, and readers are advised that it will be of most
use to people who are actively working in this area. (While the arguments in Chapter 6
follow the main ideas of [She16a], some are new or simplified, and the overall structure of
the proof has been rethought. The result is, we hope, that some of the key ideas are more
transparent and will be helpful to others.)

The theory is in full blossom and attempting to make a complete survey of the field would
be hopeless, so quickly is it developing. Nevertheless, as the theory grows in complexity and
applicability, it has appeared useful to summarise some of its basic and foundational aspects
in one place, especially since complete proofs of some facts can be spread over a multitude
of papers.

Clearly, the main drawback of this approach is that many of the important subsequent
developments and alternative points of view are not included. For instance: the expansive
body of work on random planar maps and their connection with Liouville quantum gravity,
the Brownian map, imaginary geometry, and so on. Having said that, a future version
of these notes will also touch upon the critical regime for Gaussian multiplicative chaos,
the rigorous construction of Liouville conformal field theory, the peanosphere or "mating of
trees" description of Liouville quantum gravity surfaces, and Liouville Brownian motion.
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What’s new?

Beside a streamlined and essentially self-contained presentation, several arguments in these
notes can be considered novel.

• A new proof for the dimension of thick points of the GFF (especially the lower bound),
see Exercise 4 in Chapter 2.

• The construction of Liouville measure which combines the general arguments of [Ber17]
together with a few additional features of the GFF - giving an even simpler proof of
convergence in this case.

• A reworking of Shamov’s approach to GMC, see Section 3.3, in a unified language with
the rest of the chapter.

• A somewhat simplified and explicit construction (inspired by [RV10a]) of scale-invariant
log-correlated fields in all dimensions. This is used in particular to prove the existence
of moments, positive and negative, in the most general set-up of Gaussian multiplicative
chaos (with a general base measure).

• Computation of loop-erased random walk exponent using KPZ (thanks to Xin Sun for
the suggestion to include this).

• A detailed definition of the Neumann GFF and thorough treatment of its analytic
properties. Building on this, an explicit derivation of relationships between different
variants of the GFF, and alternative Markov properties, see Section 5.4.

• A new proof based on Girsanov’s theorem for one of the most delicate steps in the
construction of the quantum zipper, see Lemma 6.20
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1 Definition and properties of the GFF

1.1 Discrete case

? The discrete case is included here only for the purpose of guiding intuition when we
come to work in the continuum.

Consider a finite, weighted, undirected graph G = (V,E) (with weights (we)e∈E on the
edges). For instance G could be a finite portion of the Euclidean lattice Zd with weights
we ≡ 1. Let ∂ be a distinguished set of vertices, called the boundary of the graph, and set
V̂ = V \∂. Let (Xt)t≥0 be the random walk on G in continuous time, meaning it jumps from
x to y at rate wx,y, and let τ be the first time that X hits ∂.

Write Q = (qx,y)x,y∈V for the Q-matrix of X. That is, its infinitesimal generator, so that
for each x ∈ V , qx,y = wx,y for y 6= x and qx,x = −

∑
y∼xwx,y < ∞. Note that the uniform

measure π(x) ≡ 1 is reversible for X.

Definition 1.1 (Green function). The Green function G(x, y) is defined for x, y ∈ V by
setting

G(x, y) = Ex
(∫ ∞

0

1{Xt=y;τ>t}dt

)
.

In other words G(x, y) is the expected time that X spends at y, when started from x,
before hitting the boundary. Note that with this definition we have G(x, y) = G(y, x) for all
x, y ∈ V̂ , since Px(Xt = y; τ > t) = Py(Xt = x; τ > t) by reversibility of X with respect to
π.

An equivalent expression for the Green function when working with the random walk in
discrete time Y = (Yn)n≥0 (which jumps from x to y with probability proportional to wx,y)
is

G(x, y) =
1

qy
Ex

(
∞∑
n=0

1{Yn=y;τ>n}

)
,

where qy =
∑

y∼xwx,y = −qy,y. Indeed, X and Y can be coupled so that for each y ∈ V̂ and
each visit of Y to y, X stays at y for an exponentially distributed time with mean 1/qy.

The Green function is a basic ingredient in the definition of the Gaussian free field, so
the following elementary properties will be important to us.

Proposition 1.2. Let Q̂ denote the restriction of Q to V̂ × V̂ . Then

1. (−Q̂)−1(x, y) = G(x, y) for all x, y ∈ V̂ .

2. G is a symmetric non-negative semi-definite function. That is, one has G(x, y) =
G(y, x) for all x, y ∈ V , and if (λx)x∈V is any vector of length |V |, then

∑
x,y∈V λxλyG(x, y) ≥

0. Equivalently, all of G’s eigenvalues (when viewed as a matrix) are non-negative.

3. G(x, ·) is discrete harmonic in V̂ \{x}; more precisely QG(x, ·) = −δx(·) for all x ∈ V̂ .
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Here, we use the natural notation Qf(x) =
∑

y∼x qxy(f(y) − f(x)) for the action of the
generator Q on functions. Viewed as an operator in this way, Q is often referred to as the
discrete Laplacian in continuous time.

Proof. Note that if P̂ t(x, y) = Px(Xt = y, τ > t) then by the backward Kolmogorov equation,
(d/dt)P̂ t(x, y) = Q̂P t(x, y), so that P̂ t(x, y) = eQ̂t(x, y). It then follows, by Fubini, that

G(x, y) = Ex(
∫ ∞

0

1{Xt=y;τ>t}dt)

=

∫ ∞
0

P̂ t(x, y)dt

=

∫ ∞
0

eQ̂t(x, y)dt

= (−Q̂)−1(x, y). (1.1)

The justification for the last equality comes from thinking about the action of the operator∫∞
0
eQ̂t on a single eigenfunction of Q̂ and noting that all eigenvalues of Q̂ are negative. This

last fact is the analogue, and actually consequence, of the more well known statement that
all eigenvalues of a discrete time Markov chain are less than 1. Also note that since Q̂ is
symmetric it is diagonalisable, so evaluating operators against eigenfunctions of Q̂ is enough
to identify them.

For the second point, we have already mentioned that G(x, y) = G(y, x). Since G(x, y) =
0 whenever y ∈ ∂ it suffices to show that the restriction of G to V̂ is positive definite. For
this, we can use again that all the eigenvalues of −Q̂, and hence of (−Q̂)−1 are positive.
This gives that G is positive definite when restricted to V̂ , by (1.1). (See (1.5) for a different
proof in the continuous case which can also easily be adapted to this discrete setting).

Let us finally check the third point. This can be seen as a straightforward consequence
of the first point, but we prefer to also include a probabilistic proof which is a simple
application of the Markov property. Let L(x) =

∫∞
0

1{Xt=x;τ>t}dt. If y 6= x then we can
write, by considering the first jump time J out of y (an exponential random variable with
rate qy = −qy,y):

G(x, y) = G(y, x) = EyL(x)

= 0× P(J > t) +

∫ t

0

qye
−qysds

∑
z

qy,z
qy

Ez(L(x))

so that, taking the derivative on both sides and again invoking symmetry:

0 =
∑
z

qy,zG(z, x) =
∑
z

qy,zG(x, z).

This means (for fixed x, viewing G(x, y) as a function g(y) of y only) that Qg(y) =∑
z qy,zg(z) = 0. Hence G(x, ·) is harmonic in V̂ \ {x}.
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When y = x a similar argument can be made, but now the event {J > t} contributes to
L(x), namely:

G(x, x) = P(J > t)(t+G(x, x)) +

∫ t

0

qxe
−qxsds

∑
z 6=x

qx,z
qx

Ez(L(x))

= e−qxt(t+G(x, x)) +

∫ t

0

e−qxs
∑
z 6=x

qx,zG(x, z)ds.

Taking the derivative of both sides at t = 0 gives

0 = −qxG(x, x) + 1 +
∑
z 6=x

qx,zG(x, z),

and hence ∑
z

qxzG(x, z) = −1.

Remark 1.3. In the case where V̂ has constant degree these facts are slightly easier to derive,
since then (up to an unimportant scaling constant) we have G(x, y) = Ex(

∑∞
n=0 1{Yn=y;τ>n}).

For instance, (1.1) becomes simply the fact that

G(x, y) =
∞∑
n=0

P̂ n(x, y) = (I − P̂ )−1.

Definition 1.4 (Discrete GFF). The (zero boundary) discrete Gaussian free field on G =
(V,E) is the centred Gaussian vector (h(x))x∈V with covariance given by the Green function
G.

Remark 1.5. This definition is justified. Indeed, suppose that (C(x, y))x,y∈V is a given
function. Then there exists a centred Gaussian vector X having covariance matrix C if and
only if C is symmetric and non-negative semi-definite (in the sense of property 2 above).

Note that if x ∈ ∂, then G(x, y) = 0 for all y ∈ V and hence h(x) = 0 almost surely.

Usually for Gaussian fields, looking at the covariance structure is the most useful way
gaining intuition. However in this case, the joint probability density function of the |V |
components of h is perhaps more illuminating.

Theorem 1.6 (Law of the GFF and Dirichlet energy). The law of the discrete GFF is
absolutely continuous with respect to Lebesgue measure on RV . The joint density with respect
to Lebesgue measure is proportional to

exp

(
−1

4

∑
x,y∈V

qx,y(h(x)− h(y))2

)

at any point (h(x))x∈V with h(x) = 0 for x ∈ ∂.
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Figure 1: A discrete Gaussian free field

Remark 1.7. The way to read this formula is as follows: if V = {x1, . . . , xn} and Yi := h(xi),
then P((Y1, . . . , Yn) ∈ A) =

∫
A

1
Z

exp(−1
4

∑
(yi − yj)2)

∏
i dyi where the sum is over all i, j

such that xi ∼ xj and Z =
∫
Rn exp(−1

4

∑
(yi − yj)2)

∏
i dyi. This holds for any Borel set A

contained in the hyperplane {(y1, . . . , yn) : yi = 0 for all i s.t. xi ∈ ∂}.

For a given function f : V → R, the sum
∑

x∼y qx,y(f(x) − f(y))2 is known as the
Dirichlet energy of f , and is a discrete analogue of

∫
D
|∇f |2.

Proof. This follows from the fact that for a centred Gaussian vector (Y1, . . . , Yn) with in-
vertible covariance matrix Σ, the joint probability density function on Rn is proportional to
f(y1, . . . , yn) = exp(−1

2
yTΣ−1y).

For us, the vertices x ∈ V play the roles of the indices 1 ≤ i ≤ n above, and the values
h(x) for x ∈ V play the roles of the yi. To get a non-degenerate covariance matrix we restrict
ourselves to vertices in V̂ , in which case G is invertible by Proposition 1.2. Note that since
we are only considering h with h(x) = 0 for x ∈ ∂, it suffices to show that

−1

2
h(x̂)TG−1h(x̂)) = −1

4

∑
x,y∈V

qx,y(h(x)− h(y))2, for h(x̂) = (h(x))x∈V̂ .

Recall that (−Q̂)−1(x, y) = G(x, y) for x, y ∈ V̂ , so that G−1(x, y) = −qxy. Hence

h(x̂)TG−1h(x̂) =
∑
x,y∈V̂

G−1(x, y)h(x)h(y) =
∑
x,y∈V̂

−qx,yh(x)h(y).

Moreover, as we only consider h with h(x) = 0 for x ∈ ∂, this can be rewritten as

−
∑
x,y∈V

qx,yh(x)h(y) =
1

2

∑
x,y∈V

qx,y(h(x)− h(y))2 − 1

2

∑
x,y∈V

h(x)2qx,y −
1

2

∑
x,y∈V

h(y)2qx,y,

where since
∑

y∈V qx,y = 0 and qx,y = qy,x for all x, y, the terms∑
x,y∈V

h(x)2qx,y and
∑
x,y∈V

h(y)2qx,y
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are both equal to 0. Note that in this final line of reasoning it is important to sum over all
of V and not just V̂ . Thus

−1

2
h(x)TG−1h(x̂) = −1

2
× 1

2

∑
x,y∈V

qx,y(h(x)− h(y))2,

as required.

Now, the Dirichlet energy of functions is minimised for harmonic functions. This means
that the Gaussian free field is a “Gaussian perturbation of harmonic functions”: as much as
possible, it “tries” to be harmonic. In fact, this is a little ironic, given that in the continuum
it is not even a function (see the next section).

This heuristic is at the heart of the Markov property, which is without a doubt the
most useful property of the GFF. We state it here without proof, as we will soon prove its
continuum counterpart (which is very similar).

Theorem 1.8 (Markov property of the discrete GFF). Fix U ⊂ V . The discrete GFF
h = (h(x))x∈V can be decomposed as

h = h0 + ϕ,

where h0 is Gaussian free field on U and ϕ is harmonic in U . Moreover, h0 and ϕ are
independent.

By a Gaussian free field in U we mean the GFF on the graph (V,E) but now with
∂ = V \ U .

In words, this theorem says that conditionally on the values of h outside U , the field can
be written as the sum of two independent terms. One of these is a zero boundary GFF in
U , and the other is just the harmonic extension into U of the values of h outside U .

1.2 Continuous Green function

We will follow a route which is similar to the previous, discrete case. First we need to recall
the definition of the Green function. We will only cover the basics here, and readers who
want to know more are advised to consult, for instance, Lawler’s book [Law05] which reviews
important facts in a very accessible way. The presentation here will be somewhat different.

For D ⊂ Rd an open set, we define pDt (x, y) to be the transition probability of Brow-
nian motion killed when leaving D. In other words, pDt (x, y) = pt(x, y)πDt (x, y) where
pt(x, y) = (2πt)−d/2 exp(−|x− y|2/2t) is the Gaussian transition probability, and πDt (x, y) is
the probability that a Brownian bridge from x to y of duration t remains in D.

Definition 1.9 (Continuous Green function). The Green function G0(x, y) = GD
0 (x, y) is

defined by

G0(x, y) = π

∫ ∞
0

pDt (x, y)dt

for x 6= y in D.
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The factor π in front is purely so as to make some later computations in the two dimen-
sional setting slightly easier. In particular, our normalisation is chosen so that when D ⊂ C
we will have GD

0 (x, y) ∼ log(|x−y|−1) as y → x (see Proposition 1.11), which is the standard
set-up for the construction of Gaussian multiplicative chaos measures (see Chapters 2 and 3).
Note that different authors use other conventions for this definition.

We will often drop the notational dependence of GD
0 on D when the domain is clear from

the context. The subscript 0 refers to the fact that G has zero boundary conditions;
equivalently, that G is defined from a Brownian motion killed when leaving D.

When d ≥ 2, it is easy to see that G0(x, x) is typically ill-defined (= ∞) for all x ∈ D.
This is since πDt (x, x)→ 1 as t→ 0 and so (2πt)−d/2πDt (x, x) cannot be integrable. However
G0(x, y) <∞ as soon as x 6= y and D is a regular domain (it is also necessary that D 6= Rd

if d ≤ 2). By regular, we mean that Brownian motion starting from a point x ∈ ∂D will hit
Dc instantaneously.In dimension d = 1, we will see that G(x, y) is actually finite even when
x = y.

Example. Suppose D = H ⊂ C is the upper half plane. Then it is not hard to see that
pHt (x, y) = pt(x, y)− pt(x, ȳ) by a reflection argument. Hence one can deduce that

GH
0 (x, y) = log

∣∣∣∣x− ȳx− y

∣∣∣∣ (1.2)

for x 6= y (see Exercise 1 for a hint on the proof).

In the special case d = 2, G inherits a conformal invariance property from the corre-
sponding property of Brownian motion.

Proposition 1.10. Let D,D′ ⊂ C be simply connected domains. If T : D → D′ is a
conformal map (i.e., holomorphic and one-to-one), GT (D)

0 (T (x), T (y)) = GD
0 (x, y).

Proof. Essentially this is a change of variables. The Jacobian term |T ′(y)|2 arising from the
change of variables just cancels the term |T ′(Bs)|2 arising from Itô’s formula. More precisely,
let φ be a test function and let x′ = T (x). Then∫

D′
GD′

0 (x′, y′)φ(y′)dy′ = πEx′(
∫ τ ′

0

φ(B′t′)dt
′)

where B′ is a Brownian motion and τ ′ is its exit time from D′. On the other hand, the
change of variable formula applied to the left hand side gives us, letting y′ = T (y) and
dy′ = |T ′(y)|2dy:∫

D′
GD′

0 (x′, y′)φ(y′)dy′ =

∫
D

GD′

0 (T (x), T (y))φ(T (y))|T ′(y)|2dy.

Now we apply Itô’s formula to the right hand side. This allows us to write B′t′ = T (BF−1(t))

where F (t) =
∫ t

0
|T ′(Bs)|2ds for s ≤ τ , τ is the first exit time of D by B, and F−1 is the

12



cadlag inverse of F . Moreover τ ′ = F−1(τ). Therefore,

πEx′(
∫ τ ′

0

φ(B′t′)dt
′) = πEx(

∫ F−1(τ)

0

φ(T (BF−1(t)))dt)

= πEx(
∫ τ

0

φ(T (Bs))F
′(s)ds)

= πEx(
∫ τ

0

φ(T (Bs))|T ′(Bs)|2ds)

=

∫
D

GD
0 (x, y)φ(T (y))|T ′(y)|2dy.

Hence identifying the left and right hand sides, since the test function φ is arbitrary, we
conclude that GD′

0 (T (x), T (·)) = GD
0 (x, ·) as distributions. The result follows.

Note that together with (1.2) and the Riemann mapping theorem, this allows us to
determine GD

0 in any simply connected proper domain D ⊂ C.
We state below some basic and fundamental properties of the Green function in two

dimensions.

Proposition 1.11. For any regular domain D ⊂ R2, and any x ∈ D:

1. GD
0 (x, y)→ 0 as y → y0 ∈ ∂D;

2. GD
0 (x, ·) is harmonic in D \ {x}; and as a distribution ∆GD

0 (x, ·) = −2πδx(·);

3. GD
0 (x, y) = − log(|x− y|) +O(1) as y → x.

Proof. For the first point, observe that harmonic functions stay harmonic under composition
with a conformal map, and the Green function in H is clearly harmonic off the diagonal (as
the difference of two harmonic functions). For the second point, we can again use the explicit
form of GH

0 on H and conformal invariance.

Remark 1.12. In fact, the above result also holds in other dimensions with appropriate
changes. One can check that in any dimension d ≥ 1, for any domain D such that the Green
function in D is finite, and for any fixed x ∈ D:

1. GD
0 (x, y)→ 0 as y → y0 ∈ ∂D;

2. GD
0 (x, ·) is harmonic in D \ {x} with ∆GD

0 (x, ·) = −2πδx(·) as distributions;

3. as y → x,

GD
0 (x, y) =


GD

0 (x, x) + o(1) d = 1

− log(|x− y|) +O(1) d = 2
2π
Ad
|x− y|2−d +O(1) d ≥ 3

where Ad is the (d− 1)-dimensional surface area of the unit ball in d dimensions.

13



In fact, the above properties characterise the Green function and thus may be used to
identify it explicitly. See the exercises for this chapter, or [WP20, Lemma 3.7], for more on
this.

Example. If d = 1 and D = (0, 1) then

GD
0 (s, t) = 2πs(1− t) (1.3)

for 0 < s ≤ t < 1.

Actually, one can be a bit more precise about the behaviour of the Greens’ function near
the diagonal. That is, about the value of the error term O(1) in Proposition 1.11.

For example, in two dimensions it holds that

GD
0 (x, y) = − log(|x− y|) + logR(x;D) + o(1) (1.4)

as y → x, where R(x;D) is the conformal radius of x in D. That is, R(x;D) = |f ′(0)| for
f any conformal map taking D to D and satisfying f(0) = x. (Note that this unambiguously
defined). To see this, first note (using the explicit Möbius transform ϕ(z) = (i− z)/(i + z)
which maps the upper-half plane to the unit disc) that if D = D is the unit disc, we have

GD
0 (0, z) = − log |z|.

This makes (1.4) obvious for D = D and x = 0, and so (1.4) follows immediately in the
general case by conformal invariance and definition of the conformal radius. Note that by
the classical Köbe quarter theorem, we have

dist(x, ∂D) ≤ R(x;D) ≤ 4 dist(x, ∂D)

so the conformal radius is essentially a measure of the Euclidean distance to the boundary.
The conformal radius appears in Liouville quantum gravity in various formulae which

will be discussed later on in the course. The reason it shows up in these formulae is usually
because of (1.4).

The last property we need from the Green function, as in the discrete case, will be to say
that G0(x, y) is a non-negative semi-definite function. We will see this in the next section.

1.3 GFF as a stochastic process

Essentially, as in the discrete case, we would like to define the GFF as a Gaussian “random
function” with mean zero and covariance given by the Green function. However (when d ≥ 2)
the divergence of the Green function on the diagonal means that the GFF cannot be defined
pointwise, as the variance at any point would have to be infinite. So instead, we define it as
a random distribution, or generalised function in the sense of Schwartz1. More precisely, we

1This conflicts with the usage of distribution to mean the law of a random variable but is standard and
should not cause confusion.
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will take the point of view that it assigns values to certain measures with finite Green energy.
In doing so we follow the point of view in the two sets of lecture notes [BN11] and [WP20].
The latter in particular contains a great deal more about the relationship between the GFF,
SLE, Brownian loop soups and conformally invariant random processes in the plane, which
will not be discussed in these notes. The foundational paper by Dubédat [Dub09] is also
an excellent source of information regarding basic properties of the Gaussian free field. We
should point out that the rest of this text is particularly focused on the case d = 2 but we
will include results relevant to other dimensions if there is no cost in doing so.

Let D ⊂ Rd be a domain in which the Green function is finite – such a domain is called
Greenian. As we have already mentioned, this is the case as soon as D is a proper domain
of Rd (if d ≤ 2) and if D is regular. LetM+

0 denote the set of (non-negative) measures with
compact support in D such that

∫
ρ(dx)ρ(dy)GD

0 (x, y) < ∞. Note that when d = 2, due
to the logarithmic divergence of the Green function on the diagonal,M+

0 includes the case
where ρ(x) = f(x)dx and f is continuous, but does not include Dirac point masses. Denote
byM0 the set of signed measures that can be written in the form ρ = ρ+−ρ− for ρ± ∈M+

0 .
For test functions ρ1, ρ2 ∈M0, we set

Γ0(ρ1, ρ2) :=

∫
D2

GD
0 (x, y)ρ1(dx)ρ2(dy)

and also define Γ0(ρ) = Γ0(ρ, ρ).

We now quickly recall some elementary facts from measure theory. Let I be an index
set. A stochastic process indexed by I is just a collection of random variables (Xi)i∈I ,
defined on some given probability space. The law of the process is a measure on RI , endowed
with the product topology. It is uniquely characterised by its finite-dimensional marginals,
via Kolmogorov’s extension theorem. Note that in such a setting, it might not be possible to
“simultaneously observe” more than a countable number of random variables. In order to do
so we will have to rely on the existence of suitable versions with nice continuity properties
(a version is another stochastic process indexed by the same set and with the same finite–
dimensional marginals). The following is both an easy theorem and the definition of the
GFF with zero boundary conditions on a domain.

Theorem 1.13 (Zero boundary or Dirichlet GFF). There exists a unique stochastic process
(hρ)ρ∈M0, indexed byM0, such that for every choice of ρ1, . . . , ρn, (hρ1 , . . . , hρn) is a centred
Gaussian vector with covariance structure Cov(hρi , hρj) = Γ0(ρi, ρj).

We will use the terminology “Dirichlet GFF”, “zero boundary GFF” and “GFF with
zero/Dirichlet boundary conditions” interchangeably throughout. This slightly abuses the
notion of Dirichlet boundary conditions, which often means any specified boundary condi-
tions, but it will be made clear in the sequel if we wish to talk about anything other than
the zero case.

Definition 1.14. The process (hρ)ρ∈M0 is called the Gaussian free field in D (with Dirichlet
or zero boundary conditions).
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Proof. We need to check several things:

• the finite-dimensional distributions exist and are uniquely specified;

• they are consistent.

The consistency is an immediate consequence of the Gaussianity of the finite dimensional
marginals: indeed, the restriction of a Gaussian vector to a subset of coordinates is still a
Gaussian vector with the same covariance structure.

For the first point, symmetry is a consequence of the reversibility of the heat kernel
pDt (x, y) = pDt (y, x). To check the non-negative semi-definite character of Γ, we need to
check that for every ρ1, . . . , ρn ∈M0 and every λ1, . . . , λn ∈ R, we have that∑

i,j

λiλjΓ0(ρi, ρj) ≥ 0.

However, by linearity of integration, this sum is nothing but Γ0(ρ) for ρ =
∑

i λiρi. Hence it
suffices to prove that

Γ0(ρ, ρ) ≥ 0 for ρ ∈M0. (1.5)

A simple proof relies on the following observation. By the Markov property, we have

pDt (x, y) =

∫
D

pDt/2(x, z)pDt/2(z, y)dz,

and hence by symmetry again, we can deduce that

G0(x, y) = 2

∫
D

dz

∫ ∞
0

pDu (x, z)pDu (y, z)du.

Consequently,∫∫
G0(x, y)ρ(dx)ρ(dy) =

∫
D

2dz

∫ ∞
0

∫∫
ρ(dx)ρ(dy)pDu (x, z)pDu (y, z)du

=

∫
D

2dz

∫ ∞
0

(∫
ρ(dx)pDu (x, z)

)2

du ≥ 0. (1.6)

for any ρ ∈M0. This proves (1.5) and so finishes the proof of the theorem.

In the rest of this text, we will write (h, ρ) for hρ, and we will think of (h, ρ) as “h inte-
grated against ρ”.

Example. Suppose that d = 1 and D = (0, 1). Then by (1.3) we know that GD(x, y) =
2πx(1 − y) for 0 < x ≤ y < 1, and this turns out to be the covariance of

√
2π times

a Brownian bridge (bs, 0 ≤ s ≤ 1) (see Chapter 1.3 of [RY99]). More precisely, since
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E(bsbt) = s(1 − t) for 0 ≤ s ≤ t ≤ 1, we deduce that the Gaussian free field h in one
dimension satisfies

h =
√

2πb,

in the sense of stochastic processes indexed by test functions, say.

Other boundary conditions than zero will also be relevant in practice. For this, we make
the following definition (in the case d = 2 for simplicity). Suppose that f is a (possibly
random) continuous function on the conformal boundary of the domain (equivalent to the
Martin boundary of the domain for Brownian motion). Then the GFF with boundary data
given by f is the random variable h = h0 + ϕ, where h0 is an independent Dirichlet GFF,
and ϕ is the harmonic extension of f to D.

Remark 1.15. Note that (h, ρ) is linear in ρ: if ρ, ρ′ ∈M0, and if α, β ∈ R (h, αρ+ βρ′) =
α(h, ρ) + β(h, ρ′), almost surely (which can be seen by checking that the variance and mean
of the difference are both zero). Hence an alternative definition of the GFF is simply as the
unique stochastic process (h, ρ) which is linear in ρ and such that (h, ρ) is a centred Gaussian
random variable with variance Γ0(ρ).

1.4 Integration by parts and Dirichlet energy

Let D0(D) denote the set of compactly supported, C∞ functions in D, also known as test
functions. The set D0(D) is equipped with a topology in which convergence is characterised
as follows. A sequence (fn)n≥0 converges to 0 in D0(D) if and only if there is a compact set
K ⊂ D such that suppfn ⊂ K for all n and fn and all its derivatives converge to 0 uniformly
on K. A continuous linear map u : D0(D) → R is called a distribution on D. Thus, the
set of distributions on D is the dual space of D0(D). It is denoted by D′0(D) and is given
the weak-∗ topology. Thus un → u in D′0(D) if and only if un(ρ)→ u(ρ) for all ρ ∈ D0(D).

The Gaussian free field can be understood as a random distribution. In order to do this,
our first step is to relate the covariance of the GFF to the Dirichlet energy of a function
(as in the discrete case). The following Gauss–Green formula, which is really just an
integration by parts formula, will allow us to do so.

Lemma 1.16. Suppose that D is C1 smooth. If f, g are smooth functions on D̄, then∫
D

∇f · ∇g = −
∫
D

f∆g +

∫
∂D

f
∂g

∂n
(1.7)

(Note that this identity extends by definition to the case where say f ∈ D′0(D) and
g ∈ D0(D); the boundary term on the right hand side is then equal to zero).

With this lemma in hand, we can now rewrite the variance Γ0(ρ, ρ) of (h, ρ) in terms of
the Dirichlet energy of an appropriate function f .

Lemma 1.17. Suppose f ∈ D0(D) and that ρ is a smooth function such that −∆f = 2πρ.
Then ρ ∈M0 and

Γ0(ρ, ρ) =
1

2π

∫
D

|∇f |2. (1.8)
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Proof. By the Gauss–Green formula (Lemma 1.16), noting that there are no boundary terms
arising in each application,

Γ0(ρ) = − 1

2π

∫
x

ρ(x)

∫
y

G0(x, y)∆yf(y)dydx since ρ(y) = − 1

2π
∆yf(y),

= − 1

2π

∫
x

ρ(x)

∫
y

∆yG0(x, y)f(y)dydx by integration by parts (twice),

=

∫
x

ρ(x)f(x)dx since ∆G0(x, ·) = −2πδx(·)

= − 1

2π

∫
D

(∆f(x))f(x)dz

=
1

2π

∫
D

|∇f |2 by the Gauss–Green formula again.

Note that this gives another proof that Γ0(ρ, ρ) ≥ 0, and therefore that the GFF is well
defined as a Gaussian stochastic process (at least when indexed by smooth functions ρ).
Indeed, when ρ is smooth one can always find a smooth function f such that −∆f = 2πρ:
simply define

f(x) =

∫
G0(x, y)ρ(y)dy. (1.9)

In the general case where ρ ∈ M0 is not necessarily a smooth function, we can still de-
duce that Γ0(ρ) ≥ 0 by the following approximation argument: if we define ρε(x) =∫
D
fε(x − x′)ρ(dx′) with fε a smooth approximation of identity (such as the heat kernel

fε(z) = pε(0, z)), then Γ0(ρε) → Γ0(ρ) as ε → 0. This itself can be seen from uniform
integrability assuming ρ ∈M+

0 , which is relatively easy to establish from the assumption.

1.5 Reminders about functions spaces

One drawback of defining the GFF as a stochastic process, is that we cannot realise (h, ρ)
for all ρ ∈M0 simultaneously. For example, it will not always be possible to define (h, ρ)
when ρ ∈M0 is random.

With this in mind, it is often useful to work with versions of the GFF that almost surely
live in some “function” space. For example, it turns out to be possible to define a version of
the GFF that is a random variable taking values in the space of distributions, or generalized
functions. In fact, versions of the GFF taking values in much nicer Sobolev spaces (with
negative index) can also be defined.

For completeness we include some brief reminders in this section.

Definition 1.18 (Dirichlet energy, Sobolev space H1
0 ). For f, g ∈ D0(D), introduce the

Dirichlet inner product:

(f, g)∇ :=
1

2π

∫
D

∇f · ∇g.

18



By definition, the Sobolev space H1
0 (D) is the completion of D0(D) with respect to this inner

product; this is the Sobolev space of index 1, and consists of all distributions which are L2(D)
functions, have zero “trace” on the boundary and whose gradient is also an L2(D) function.
See, for example, [Eva10, §6].

Recall that if D ⊂ Rd is an open set, and if α = (α1, . . . , αd) is a multi-index, then
C |α|(D) is the set of functions for which

Dαu =

(
∂

∂x1

)α1

. . .

(
∂

∂xd

)αd
u (1.10)

is well-defined as a function. An integrable function v : D → R is said to be the αth weak
derivative of u, or Dαu = v, if ∫

D

ϕv = (−1)|α|
∫
D

uDαϕ,

for all ϕ ∈ C |α|0 (D). If u is in fact an element of C |α|(D), then the weak derivative Dαu exists
and is the classical derivative (1.10).

Eigenbasis of H1
0 . When D is bounded, it is easy to find a suitable orthonormal eigenbasis

for H1
0 (D). Let (fn)n≥1 be the eigenfunctions of −∆ on D, with zero or Dirichlet boundary

conditions, and let λn denote the corresponding eigenvalues, so the fn satisfy{
−∆fn = λnfn in D
fn = 0 on ∂D

for each n. The (λn)n≥1 are non-negative, ordered in non-decreasing order and λn → ∞.
See, e.g., [Cha84, Theorem III.9.11] for existence and other elementary facts about (λn)n≥1.
Moreover the Gauss–Green formula (1.7) implies that for λn 6= λm,

(fn, fm)∇ = λm

∫
D

fnfm = λn

∫
D

fnfm.

Hence (fn, fm)∇ = 0, and the eigenfunctions corresponding to different eigenvalues are or-
thogonal. Indeed, elementary spectral theory of operators (going slightly beyond the scope of
these notes) tells us that (fn)n≥1, properly normalised, form an orthonormal basis of H1

0 (D).
Often, the eigenfunctions of −∆ are normalised to have unit L2 norm, since they also

form an orthogonal basis of L2(D) for the standard L2 inner product (again by the Gauss–
Green formula). If (ej)j are normalised in this way, then the above considerations imply that
setting

fj = (2π/λj)
1/2ej (1.11)

for each j, we get an orthonormal basis (fj)j of H1
0 (D).
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Fractional powers of the Laplacian. The information in (1.11) can be usefully repack-
aged in terms of fractional powers of the operator (−∆/2π). Namely, since applying −∆ to
ej gives λjej, we would like to think of fj as (−∆/2π)−1/2ej for each j.

More generally, let s ∈ R and for f =
∑

n≥1 αnen ∈ L2 let us define, formally for now,

(−∆)sf =
∑
n≥1

αnλ
s
nen. (1.12)

We claim that if f ∈ D0(D) then the series (1.12) converges for every s ∈ R, for example, in
the L2 sense. Indeed this is clear for s = 0 and thus also for s ≤ 0 since λn ≥ 1 for n large
enough. To deal with positive s, notice that ∆f is also in D0(D) ⊂ L2(D), and so∑

n≥1

(∆f, en)2 <∞,

where (f, g) without any index refers to the standard L2 inner product. By the Gauss Green
identity (1.7), this implies that

∑
n≥1 λ

2
nα

2
n <∞ and thus the series (1.12) also converges in

L2 for s = 2. Since λn ≥ 1 for n large enough, it must therefore converge for any s ≤ 2.
Iterating this argument, we find that (1.12) converges in L2 for all s ∈ R. Moreover, if
f ∈ D0(D), then (−∆)s(−∆)−sf = (−∆)−s(−∆)sf = f .

Sobolev spaces of general index Hs
0(D), s ∈ R. We may thus define Hs

0 to be the
Hilbert space completion of D0(D) with respect to the inner product

(f, g)s =
1

(2π)s
((−∆)s/2f, (−∆)s/2g)

where, again, (f, g) without any index refers to the standard L2 product. (In the PDE
literature, when s ≤ 0, this space is often denoted as Hs(D) instead of Hs

0(D) – very
roughly speaking, this is because the restriction to compactly supported test functions is not
relevant in that case.) Thus for the distribution f defined by the series f =

∑
n≥1 αnen, we

have
f ∈ Hs

0 ⇐⇒
1

(2π)s

∑
n≥1

α2
nλ

s
n <∞ (1.13)

and if g =
∑

n≥1 βnen is such that
∑

n≥1 β
2
nλ

s
n <∞ as well, then

(f, g)s =
1

(2π)s

∑
n≥1

αnβnλ
s
n <∞. (1.14)

Furthermore, when s = 1, and f =
∑
αnen, g =

∑
βnen ∈ D0(D) ⊂ L2, the identity

(f, g)1 =
1

2π

∑
n

(αn
√
λn)(βn

√
λn) =

1

2π
(f,−∆g) = (f, g)∇
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holds by (1.7). Thus the space Hs
0 with s = 1 as defined above is the same space as that

defined above in Definition 1.18.
This calculation actually shows that the map

T : f ∈ L2(D) 7→ g = (−∆/2π)−1/2f ∈ H1
0 (D)

is an isometry of Hilbert spaces. Indeed,

‖g‖2
∇ = ‖g‖2

s=1 = ((−∆/2π)1/2g, (−∆/2π)1/2g) = (f, f) = ‖f‖2.

This explains and generalises (1.11).

Remark 1.19. Since −∆ is an operator which takes two derivatives of f , we have that,
intuitively speaking, (−∆)s is an operator which takes 2s derivatives of f . In particular, we
should not be surprised that for s = 1, the image of L2 by (−∆)−1/2 gives us H1

0 (D) (up to
a factor of 2π). For s ≤ 0, (−∆)s takes “anti-derivative” of a distribution and so smoothes
it. So to say that f ∈ Hs

0 with s > 0 is to say that f is slightly more regular than an L2

function; while to say that f ∈ Hs
0 with s < 0 is to say that it is slightly less regular: indeed,

“taking |s| anti-derivatives” we would get an actual L2 function.

Lemma 1.20. Let s ∈ R and let f ∈ Hs
0 . Then the map g ∈ H−s0 7→ (f, g) is a linear

continuous functional.

In other words, H−s0 is the dual space of Hs
0 .

Proof. For f, g ∈ D0(D), writing f =
∑

n≥1 αnen and g =
∑

n≥1 βnen we have by the
Cauchy–Schwarz inequality:

(f, g) =
∑
n≥1

αnβn ≤

(∑
n≥1

α2
nλ
−s
n

)1/2(∑
n≥1

β2
nλ

s
n

)1/2

= ‖f‖s‖g‖−s.

The lemma follows by density of D0(D) in H−s0 and then in Hs
0 .

It will be useful in what follows to rephrase the expression for Var(h, f) (when h is a
GFF) in terms of Sobolev norms. Recall that by (1.8), if ∆f = 2πρ for f, ρ ∈ D0(D), then

Γ0(ρ, ρ) =
1

2π

∫
D

|∇f |2. (1.15)

In other words:

Lemma 1.21.
Var(h, ρ) = ‖ρ‖2

s=−1. (1.16)

Consequently, if ρ is a measure, then ρ ∈ M0 if and only if ρ ∈ H−1
0 (D). In particular,

if ρ ∈ M0 we can find a sequence of smooth functions ρn ∈ D0(D) such that ρn → ρ in
H−1

0 (D). Equivalently, Var(h, ρn − ρ)→ 0, so that (h, ρn)→ (h, ρ) in L2(P).
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1.6 GFF as a random distribution

At this stage we do not yet know that the GFF may be viewed as a random distribution
(i.e., as a random variable in D′0(D)). The goal of this section will be to prove that such a
representation exists. Guided by (1.8) we will find an expression for the GFF as a random
series, which we will show converges in the distribution space D′0(D). In fact, we will show
that it converges in a Sobolev space of appropriate index.

Suppose that −∆f = 2πρ with ρ and f smooth compactly supported functions in D.
Then on the one hand we have Var((h, ρ)) = Γ0(ρ) by definition, and on the other, we have

‖f‖2
∇ = Γ0(ρ)

by (1.8). Formally this says that Var((h, f)∇) = ‖f‖2
∇, so by the polarisation identity for

inner products, the covariance between (h, f)∇ and (h, g)∇ should be given by (f, g)∇. This
property is sometimes taken as the definition of the GFF; for example, in [She07]. For a
more precise formulation, see Corollary 1.23 below.2

With this in mind, we let (fn)n≥1 denote an orthonormal basis of H1
0 (D). Since fn, fm

are orthogonal by definition, the random variables (h, fn)∇ and (h, fm)∇ will be uncorrelated
(and hence independent) Gaussian random variables, with unit variances. This suggests the
following representation for h as a random series:

h =
∞∑
n=1

Xnfn = lim
N→∞

N∑
n=1

Xnfn. (1.17)

It is not clear at this point in what sense (if any) this series converges. We will see below
in Theorem 1.24 that it converges in an appropriate Sobolev space and hence in the space
of distributions. Note however that the series does not converge a.s. in H1

0 (D), since the
H1

0 norms of the partial sums tend to infinity almost surely as N →∞ (by the law of large
numbers).

We start with the following observation. Set hN =
∑N

n=1Xnfn, and let f ∈ D0(D) or
more generally let f ∈ H1

0 (D). Then

(hN , f)∇ =
N∑
n=1

Xn(fn, f)∇ (1.18)

does converge almost surely and in L2(P), by the martingale convergence theorem. Its limit is
a Gaussian random variable with variance

∑
n≥1(fn, f)2

∇ = ‖f‖2
∇ by Parseval’s identity. This

defines a random variable which we call (h, f)∇, which has the law of a mean zero Gaussian
random variable with variance ‖f‖2

∇. Hence while the series (1.17) does not converge in H1
0 ,

when we take the inner product with a given f ∈ H1
0 then this does converge almost surely.

2In the language of Gaussian Hilbert spaces (see e.g. [Jan97]) this is saying that the GFF is the canonical
Gaussian random variable “in” the Hilbert space H1

0 (the quotation marks are added since in fact h does not
live in H1

0 ).
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Let ρ ∈ D0(D), and let f ∈ D0(D) be such that −∆f = 2πρ. Then (hN , ρ) = (hN , f)∇
converges almost surely. Let us call (h̃, ρ) this limit. Then (h̃, ρ) defines a stochastic process
indexed by smooth test functions, which has the same law as a GFF restricted to D0(D).
Using a density argument we will now show the following:

Theorem 1.22 (GFF as a random Fourier series). Let D be a Greenian domain. Set hN =∑N
n=1Xnfn to be the truncated series in (1.17). Then for any ρ ∈M0,

(hN , ρ)→ (h, ρ)

in L2(P) (and hence in probability as well) as N → ∞, where (h, ρ) is a Gaussian random
variable with variance Γ0(ρ, ρ).

Proof. Let ν ∈ D0(D). We claim that for every N ≥ 1,

Var(hN , ν) ≤ Var(h, ν). (1.19)

To see this, observe that

Var(hN , ν) =
N∑
n=1

(fn, ν)2

When ν is smooth the sum is equal to
∑N

n=1(fn, f)2
∇, where 2πν = −∆f , and so converges to

‖f‖2
∇. As we have already seen, this is equal to

∫∫
G0(x, y)ν(x)ν(y)dxdy and hence equal to

Var(h, ν). Hence (1.19) is proved for ν smooth. This can be extended by density to arbitrary
ν ∈M0, as follows.

Let ν ∈M0, and recall by Lemma 1.21 thatM0 ⊂ H−1
0 , so that there exists νε ∈ D0(D)

such that νε → ν in H−1
0 as ε→ 0. By (1.19), we have

Var(hN , νε) ≤ Var(h, νε).

Now, by definition of H−1
0 norm, Γ0(νε)→ Γ0(ν) as ε→ 0. On the other hand, Var(hN , νε) =∑N

n=1(fn, νε)
2 and since each fn is smooth, we see that (fn, νε) → (fn, ν) as ε → 0, which

shows (1.19).
Now let ρ ∈M0. Let ρε be an approximation of ρ in theH−1

0 sense (again by Lemma 1.21),
and let νε = ρ− ρε. Then Var(h, νε)→ 0, so that applying (1.19) to ν = νε we deduce that
(hN , νε) converges to 0 in L2 and in probability as ε → 0, uniformly in N . The result fol-
lows since for smooth ρε, we already know (as a consequence of the martingale convergence
argument) that (hN , ρε)→ (h̃, ρε) in L2, and this has the same law as (h, ρε).

It is worth reiterating what we have just learnt:

Corollary 1.23. The restriction of a Gaussian free field h with zero boundary conditions to
D0(D) is the unique stochastic process such that for all f ∈ D0(D), (h, f)∇ is a Gaussian
centred variable with variance (f, f)∇, where we define (h, f)∇ by −(2π)−1(h,∆f) for each
f .
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We finally address convergence of the series (1.17):

Theorem 1.24 (GFF as a random variable in a Sobolev space). Suppose D is bounded. If
(Xn)n≥1 are i.i.d. standard Gaussian random variables and (fn)n≥1 is any orthonormal basis
of H1

0 (D), then the series
∑

n≥1Xnfn converges almost surely in Hs
0(D), where

s = 1− d
2
− ε,

for any ε > 0. In particular, for d = 2, the series converges in H−ε0 (D) for any ε > 0.

Observe that by Theorem 1.22, the law of the limit is uniquely defined.

Proof. Let us take (em)m≥1 to be an orthonormal basis of L2(D) which are eigenfunctions
for −∆, as in Section 1.5. This is possible since D is bounded. As usual we write λm for
the eigenvalue corresponding to em; so that ((λm/2π)−s/2em)m≥1 is an orthonormal basis of
Hs

0(D) and ((λm/2π)−1/2em)m≥1 is an orthonormal basis of H1
0 (D). In some cases λm can be

computed explicitly: e.g., when D is a rectangle or the unit disc. In general, we will make
use of the following fundamental estimate due to Weyl (see e.g., [Cha84, Note III.15] for a
proof):

Lemma 1.25. We have
λm ∼ cm2/d

as m → ∞, in the sense that the ratio of the two sides tends to 1 as m → ∞, where
c = (2π)2/(Ad Leb(D))2/d.

The upshot is that if (fn)n≥1 is any orthonormal basis of H1
0 (D), we can control the

expectation

E(‖
N∑

n=M

Xnfn‖2
Hs

0
) = E(

N∑
n=M

N∑
m=M

XnXm(fn, fm)Hs
0
) =

N∑
n=M

‖fn‖2
Hs

0
(1.20)

as N,M →∞.
Indeed, by applying Parseval’s identity, then (1.14), and then Parseval again, we have

that ∑
n≥1

‖fn‖2
Hs

0
=

∑
n≥1

∑
m

(fn, (
λm
2π

)−s/2em)2
Hs

0

=
∑
m

(
λm
2π

)−1+s
∑
n≥1

(fn, (
λm
2π

)−1/2em)2
H1

0

=
∑
m

(
λm
2π

)−1+s <∞

where we have used positivity and Fubini to interchange the order of summation. The
finiteness of the last sum follows by Lemma 1.25, since (2/d)(−1+s) = −1−ε(2/d) < −1. In
particular, the sequence

∑N
n=1 ‖fn‖2

Hs
0
is Cauchy in N and so (1.20) tends to 0 as N,M →∞.

This shows that
∑N

n=1 Xnfn is Cauchy in L2(P), and hence converges as desired.
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Remark 1.26. The above implies that the series
∑N

n=1Xnfn converges almost surely in
the space of distributions D′0(D) whenever D is bounded. However in two dimensions,
conformal invariance allows us to drop this boundedness assumption. Indeed, take D any
simply connected domain of C, and let φ be a conformal map from D → D. Then by
conformal invariance of the Dirichlet inner product, if (fn)n≥1 is an orthonormal basis of
H1

0 (D), the images (fn ◦ φ)n≥1 form an orthonormal basis of H1
0 (D). So if (Xn)n≥1 are i.i.d.

standard Gaussians, we have that
∑

n≥1Xn(fn◦φ) converges a.s. in D′0(D), and consequently
that

∑
n≥1Xnfn converges in D′0(D).

1.7 Itô’s isometry for the GFF

? This section will not be used in the rest of the text and the reader may wish to skip it
on a first reading.

In this section we describe an observation which emerged from joint discussions with
James Norris. It is closely linked to Lemma 1.21, which implies that for a zero boundary
GFF h in a bounded domain D, and for any f ∈ H−1

0 (D), the quantity (h, f) makes sense
almost surely. That is, as the almost sure (and L2(P)) limit of (h, fn) for any sequence fn
converging to f in H−1

0 (D).
In other words, even though h is only almost surely defined as a continuous linear func-

tional on Hd/2−1+ε(D) for ε > 0 (Theorem 1.24), we can actually test it against fixed
functions that are much less regular. Namely, we can test it against any fixed function
H−1

0 (D). Note that this agrees with (in fact slightly extends) our previous definition of h as
a stochastic process, since we have seen thatM0 is precisely the set of signed measures that
are elements of H−1

0 .
In this section we will essentially formulate the above discussion in terms of an isometry.

To motivate this, it is useful to recall the following well known analogy within Itô’s theory
of stochastic integration. Let B be a standard Brownian motion. Even though dB does not
have the regularity of a function in L2 (in fact, it is essentially an element of H−1/2−ε for any
ε > 0), it makes perfect sense to integrate it against a test function in L2. This is thanks to
the fact that the map

f 7→
∫
fsdBs

defines an isometry of suitable Hilbert spaces. Thus much flexibility has been gained: a
priori we don’t even have the right to integrate against functions H1/2, and yet, taking
advantage of some almost sure properties of Brownian motion – namely, quadratic variation
– it is possible to integrate against functions in L2 (and actually much more).

A similar gain can be seen in the context of the GFF: a priori, as an element of H1−d/2−ε
0

(ε > 0), it would seem that integrating against an arbitrary test function f ∈ L2 is not even
allowed when d ≥ 2. Yet, as discussed above, we can a.s. integrate against much rougher
objects, namely distributions in H−1

0 :
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Theorem 1.27 (Itô isometry). The map X sending f ∈ D0(D) to the random variable
Xf = (h, f) can be viewed as a linear map between D0(D) and the set of random variables
L2(Ω,F ,P) viewed as a function space. If we endow D0(D) with the H−1

0 (D) norm and
L2(Ω,F ,P) with its L2 norm then X is an isometry:

‖f‖H−1
0 (D) = ‖Xf‖2 = E((h, f)2)1/2.

In particular, since D0(D) is dense in H−1
0 (D), Xf extends uniquely as an isometry from

H−1
0 (D) into L2(Ω,F ,P). Hence if f ∈ H−1

0 (D), then we can set (h, f) to be the unique
limit in L2(P) of (h, fn) where fn is any sequence of test functions that converge in H−1

0 (D)
to f .

Proof. This is a direct consequence of Lemma 1.21.

Remark 1.28. Note that although (h, f) makes sense as an a.s. limit for any fixed f ∈
H−1

0 (D), or indeed for any countable collection of such f , this does not mean that h is
an element of H1

0 or that we can test h against every element of H−1
0 simultaneously. For

example, writing

h = lim
N→∞

hN := lim
N→∞

N∑
n=1

Xn

√
2π

λn
en

with (Xn)n ∼ N (0, 1) i.i.d. and (en)n an orthonormal basis of Laplacian eigenfunctions for
L2(D), we have hN → h a.s. in H−1

0 (D) but Var(h, hN) =
∑N

n=1 λ
−1
n → ∞ (at least when

d ≥ 2). So there do exist random elements of H−1
0 (D) that cannot be tested against h.

1.8 Cameron–Martin space of the Dirichlet GFF

? This section will not be used until Chapter 5 and the reader may wish to skip it on a
first reading.

In this section, we will address the following question:

• for h a Dirichlet (zero) boundary condition GFF in D and F a (deterministic) function
on D, when are h+ F and h mutually absolutely continuous?3

The answer is that this holds whenever F ∈ H1
0 (D). This question can be phrased for

general Gaussian processes, and the space of “F” for which absolute continuity holds is
known as the Cameron–Martin space of the process. Thus, the lemma below says that
H1

0 (D) is the Cameron–Martin space of the (Dirichlet boundary condition) GFF.

Proposition 1.29. Let h be a GFF in a bounded domain D with Dirichlet (zero) boundary
conditions. Then h and h + F are mutually absolutely continuous, as stochastic processes

3as stochastic processes indexed byM0.
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indexed byM0, if and only if F ∈ H1
0 (D). When this holds, the Radon–Nikodym derivative

of (h+ F ) with respect to h is given by

exp((h, F )∇)

exp((F, F )∇/2)
.

Proof. Let (ei)i be an orthonormal basis of L2(D) consisting of eigenfunctions of the Lapla-
cian, with associated eigenvalues (λi)i. We write gi := (

√
λi/
√

2π)ei, so that the (gi)i form
an orthonormal basis of H−1

0 ⊃M0. Recall that

F ∈ H1
0 (D)⇔

∑
(F, gi)

2 <∞.

For n ∈ N, we consider the finite vector ((h, gi))1≤i≤n, which by definition of the GFF is just
a vector of independent N (0, 1) random variables.

This is convenient to work with because of the following elementary fact: if (Xi)1≤i≤n
are i.i.d. standard normals and (ai)1≤i≤n are real numbers, then (X1, X2, ..., Xn) and (X1 +
a1, X2 + a2, ...Xn + an) are mutually absolutely continuous. Moreover, the RN derivative of
the latter with respect to the former is given by e

∑
aiXi/e

∑
a2i /2.

In our context, this means that the law of ((h, gi))1≤i≤n is mutually absolutely continuous
with that of ((h+F, gi))1≤i≤n, if and only if (F, gi) <∞ for 1 ≤ i ≤ n. Furthermore when this
does hold, the Radon-Nikodym derivative of ((h+ F, gi))1≤i≤n with respect to ((h, gi))1≤i≤n
is equal to

exp(
∑n

i=1(h, gi)(F, gi))

E(exp(
∑n

i=1(h, gi)(F, gi)))
=

exp(
∑n

i=1(h, gi)(F, gi))

exp(
∑n

i=1(F, gi)2/2)
. (1.21)

Now, for h and h+F to be mutually absolutely continuous, the family of random variables
on the right hand side of (1.21) must be uniformly integrable (in n). Indeed, they should
be the conditional expectations, with respect to a family of sub σ-algebras, of the Radon–
Nikodym derivative of (h + F ) with respect to h. This family is not uniformly integrable
if F /∈ H1

0 (D), i.e.,
∑

i≥1(F, gi)
2 = ∞. Hence we obtain the necessity of the condition

F ∈ H1
0 (D) in the proposition.

For the sufficiency, we observe that when F ∈ H1
0 (D), the random variables on the right

hand side of (1.21) converge in L1(P) to

exp(
∑

i≥1(h, gi)(F, gi))

exp(
∑

i≥1(F, gi)2/2)
=

exp((h, F )∇)

exp((F, F )∇/2)

as n→∞. We also know by Theorem 1.22 that whenever ρ ∈M0,
∑n

i=1 2πλ−1
i (ρ, gi)(h, gi)

converges to (h, ρ) a.s. This implies that for any ρ1, ..., ρm ∈ M0 and any ψ : Rm → R
continuous and bounded:

E (ψ((h+ F, ρ1), ..., (h+ F, ρm))) = E
(

exp((h, F )∇)

exp((F, F )∇/2)
ψ((h, ρ1), ..., (h, ρm))

)
.

But this is exactly the statement that h + F is absolutely continuous with respect to h,
as a stochastic process indexed byM0, with the desired Radon–Nikodym derivative. Since
the inverse of the Radon–Nikodym derivative is also in L1, we obtain the mutual absolute
continuity.
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1.9 Markov property

We are now ready to state one of the main properties of the GFF, which is the (domain)
Markov property. As in the discrete case, informally speaking, it states that conditionally on
the values of h outside of a given subset U , the free field inside U is obtained by harmonically
extending h|D\U into U and then adding an independent GFF with Dirichlet boundary
conditions. Note that in this case, however, it is not at all clear that such a harmonic
extension is well defined.

Theorem 1.30 (Markov property). Fix U ⊂ D open. Let h be a GFF (with zero boundary
conditions on D). Then we may write

h = h0 + ϕ,

where:

1. h0 is a zero boundary condition GFF in U , and is zero outside of U ;

2. ϕ is harmonic in U ; and

3. h0 and ϕ are independent.

This makes sense whether we view h as a random distribution or a stochastic process
indexed byM0.

Proof. The key point is the following Hilbertian decomposition:

Lemma 1.31. Let U be as in Theorem 1.30. We have

H1
0 (D) = Supp(U)⊕ Harm(U),

where Harm(U) consists of harmonic functions in U , and Supp(U) ≡ H1
0 (U) consists of

functions supported in U (the closure with respect to the Dirichlet inner product of compactly
supported smooth functions in U).

Proof. First observe that any function f ∈ Supp(U) is orthogonal to any function in Harm(U),
by the Gauss–Green formula. Note that this holds for any U (however regular) by defini-
tion of Supp(U) (indeed, just take a sequence of converging compactly supported functions).
Thus we are left to check that the sum spans the entire space.

Let us suppose to begin with that U is C1 smooth. For f ∈ H1
0 (D), let f0 denote the

orthogonal projection of f onto Supp(U). Set ϕ = f − f0: our aim is to show that ϕ is
harmonic in U . Note that ϕ is (by definition) orthogonal to Supp(U). Hence for any test
function ψ ∈ D0(U), we have that (ϕ, ψ)∇ = 0. By the Gauss–Green formula (and since U
is C1 smooth), we deduce that ∫

D

(∆ϕ)ψ =

∫
U

(∆ϕ)ψ = 0
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and hence ∆ϕ = 0 as a distribution in U . Elliptic regularity arguments (going beyond the
scope of these notes) show that a distribution which is harmonic in the sense of distributions
must in fact be a smooth function, harmonic in the usual sense. Therefore ϕ ∈ Harm(U)
and we are done.

If U does not have C1 boundary, let (Un)n∈N be a sequence of increasing open subsets
of U with C1 boundaries, such that ∪Un = U . For f ∈ H1

0 (D), by the previous paragraph,
we can write f = fn0 + ϕn for each n ∈ N, where fn0 is the projection of f onto Supp(Un)
and ϕn ∈ Harm(Un). Then we just need to show that: (a) fn0 → f0 as n → ∞ for some
f0 ∈ Supp(U); and (b) that f − f0 is harmonic in U . For (a), we observe that Supp(U) =
∪n Supp(Un) (by definition of Supp(U) as the closure of D0(U) with respect to the Dirichlet
inner product) and so the projections fn0 of f onto Supp(Un) converge, with respect to ‖ ·‖∇,
to f0 ∈ Supp(U). For (b), notice that by definition of f0, f − f0 is the limit of ϕn as n→∞,
with respect to ‖·‖∇. In particular, it is clear that when restricted to any Un, f−f0 = limn ϕn
is harmonic in the distributional sense, and thus harmonic by elliptic regularity. Since this
holds for any n, it follows that f − f0 is harmonic in U .

Having this decomposition in hand, we may deduce the Markov property in a rather
straightforward way. Indeed, let (f 0

n)n be an orthonormal basis of Supp(U), and let (φn)n
be an orthonormal basis of Harm(U). For ((Xn, Yn))n an i.i.d. sequence of independent
standard Gaussian random variables, set h0 =

∑
nXnf

0
n and ϕ =

∑
n Ynφn. Then the first

series converges in D′0(D) since it is a series of a GFF in U . The sum of the two series
gives h by construction, and so the second series also converges in the space of distributions.
In the space of distributions, the limit of harmonic distributions must be harmonic as a
distribution, and hence (by the same elliptic regularity arguments as above) a true harmonic
function. This proves the theorem.

Remark 1.32. It is worth pointing out an important message from the proof above: any or-
thogonal decomposition of H1

0 (D) gives rise to a decomposition of the GFF into independent
summands.

Example. When d = 1. this is the statement that if (bs)s∈[0,1] is a Brownian bridge from 0
to 0 and [a, b] ⊂ [0, 1], then conditionally on (bs)s∈[0,a]∪[b,1], the law of (bs)s∈[a,b] is given by
a the linear interpolation of ba and bb, plus an independent Brownian bridge from 0 to 0 on
[a, b].

1.10 Conformal invariance

In the remainder of this chapter, we restrict ourselves to dimension d = 2.

In this case the GFF possesses the important additional property of conformal in-
variance, which follows almost immediately from the construction in the previous section.
Indeed, a straightforward change of variable formula shows that the Dirichlet inner product
is conformally invariant: if ϕ : D → D′ is a conformal map, then∫

D′
∇(f ◦ ϕ−1) · ∇(g ◦ ϕ−1) =

∫
D

∇f · ∇g.
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Consequently, if (fn)n is an orthonormal basis of H1
0 (D), then (fn ◦ ϕ−1)n defines an or-

thonormal basis of H1
0 (D′). So by Theorem 1.24:

Theorem 1.33 (Conformal invariance of the GFF). If h is a random distribution on D′0(D)
with the law of the Gaussian free field on D, then the distribution h ◦ϕ−1, defined by setting
(h ◦ ϕ−1, f) = (h, |ϕ′|2(f ◦ ϕ)) for f ∈ D′0(D′), has the law of a GFF on D′.

Recently, a kind of converse was shown in [BPR20a, BPR20b]: if a field h with zero
boundary conditions satisfies conformal invariance and the domain Markov property, as well
as a moment condition (E((h, φ)1+ε) < ∞ for some ε > 0 and all φ ∈ D0(D)), then h must
be a multiple of the Gaussian free field. See [BPR20a, BPR20b] for details.

1.11 Circle averages

An important tool for studying the GFF is the process which describes its average values on
small circles centred around a point z ∈ D. This is known as the circle average process
around z.

More precisely, fix z ∈ D and let 0 < ε < dist(z, ∂D). Let ρz,ε denote the uniform distri-
bution on the circle of radius ε around z, and note that ρz,ε ∈ M0. We set hε(z) = (h, ρz,ε)
The following theorem, which is a consequence of the Kolmogorov-Čentsov continuity the-
orem (a multidimensional generalisation of the more classical Kolmogorov continuity crite-
rion), will not be proved here. The interested reader is directed to Proposition 3.1 of [DS11]
for a proof.

Proposition 1.34 (Circle average is jointly Hölder). There exists a modification of h such
that (hε(z), z ∈ D, 0 < ε < dist(z, ∂D)) is a.s. jointly Hölder continuous of order η < 1/2
on all compact subsets of {z ∈ D s.t. 0 < ε < dist(z, ∂D)}.

In fact it can be shown that this version of the GFF is the same as the version which
turns h into a random distribution in Theorem 1.22. The reason circle averages are so useful
is because of the following result.

Theorem 1.35 (Circle average is a Brownian motion). Let h be a GFF on D. Fix z ∈ D
and let 0 < ε0 < dist(z, ∂D). For t ≥ t0 = log(1/ε0), set

Bt = he−t(z).

Then (Bt, t ≥ t0) has the law of a Brownian motion started from Bt0.

Proof. Various proofs can be given. For instance, the covariance function can be computed
explicitly (this is a good exercise)! Alternatively, we can use the Markov property of the GFF
to see that Bt must have stationary and independent increments. Indeed, suppose ε1 > ε2,
and we condition on h outside of B(z, ε1). That is, we write h = h0 +ϕ, where ϕ is harmonic
in U = B(z, ε1) and h0 is a GFF in U that is independent of (hε(z))ε≥ε1 . Then hε2(z) is the
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sum of two terms: h0
ε2

(z); and the circle average of ϕ on ∂B(z, ε2). By harmonicity of ϕ the
latter is nothing else than hε1(z). This gives that the increment can be expressed as

hε2(z)− hε1(z) = h0
ε2

(z)

and hence, since h0 is independent of (hε(z))ε≥ε1 , the increments are independent. Moreover,
by applying the change of scale w 7→ (w − z)/ε1, so that the outer circle is mapped to the
unit circle, we see that the distribution of hε2(z) − hε1(z) depends only on r = ε2/ε1. This
means that they are also stationary.

To show from here that he−t(z) is a Brownian motion, it suffices to compute its variance.
That is, to check that if h is a GFF in the unit disc D and r < 1, then hr(0) has variance
− log r.

For this, let ρ denote the uniform distribution on the circle ∂(rD) at distance r from the
origin, so that

Var(hr(0)) =

∫
D2

GD
0 (x, y)ρ(dx)ρ(dy). (1.22)

The point is that by harmonicity of GD
0 (x, ·) in D \ {x} and the mean value property, the

above integral is simply

Var(hr(0)) =

∫
D
GD

0 (x, 0)ρ(dx), (1.23)

which completes the proof since GD
0 (x, 0) = − log |x| = − log r on ∂(rD).

To check (1.23) rigourously, first consider for a fixed η > 0, the double integral

Iη =

∫
D2

GD
0

(
(1 + η)x, y

)
ρ(dx)ρ(dy).

Then Iη converges clearly to the right hand side of (1.22) as η → 0, and it is now rigourous
to exploit the mean-value property for the harmonic function GD

0 ((1 + η)x, ·) in the entire
ball B(0, r) to deduce that

Iη =

∫
D
GD

0

(
(1 + η)x, 0

)
ρ(dx).

Letting η → 0 proves (1.23).

So, as we “zoom in” towards a point, the average values of the field oscillate like those of
a Brownian motion. This gives us a very precise sense in which the field cannot be defined
pointwise.

1.12 Thick points

An important notion in the study of Liouville quantum gravity is that of thick points of
the Gaussian free field. Indeed, although these points are atypical from the point of view
of Euclidean geometry, we will see that they are typical from the point of the associated
quantum geometry.
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Definition 1.36. Let h be a GFF in D ⊂ C simply connected and let α > 0. We say a point
z ∈ D is α-thick if

lim inf
ε→0

hε(z)

log(1/ε)
= α.

In fact, the lim inf in the definition could be replaced with a lim sup or lim. Note that a
given point z ∈ D is almost surely not thick: the typical value of hε(z) is of order

√
log 1/ε

since hε(z) is a Brownian motion at scale log 1/ε. At this stage, the most relevant result is
the following fact due to Hu, Miller and Peres [HMP10] (though it was independently and
earlier proved by Kahane in the context of his work on Gaussian multiplicative chaos).

Theorem 1.37. Let Tα denote the set of α-thick points. Then almost surely,

dim(Tα) = (2− α2

2
)+

and Tα is empty if α > 2.

Heuristics. The value of the dimension of Tα is easy to understand and to guess. Indeed, for
a given ε > 0,

P(hε(z) ≥ α log(1/ε)) = P(N (0, log(1/ε) +O(1)) ≥ α log(1/ε))

= P(N (0, 1) ≥ α
√

log(1/ε) +O(1)) ≤ εα
2/2

using scaling and the standard bound P(X > t) ≤ const×t−1e−t
2/2 forX ∼ N (0, 1). Suppose

without loss of generality that D = (0, 1)2 is the unit square. Then the expected number of
squares of size ε such that the centre z satisfies hε(z) ≥ α log 1/ε is bounded by ε−2+α2/2.
This suggests that the Minkowski dimension is less or equal to 2 − α2/2 when α < 2 and
that Tα is empty if α > 2.

Rigourous proof of upper bound. We now turn the above heuristics into a rigourous proof
that dim(Tα) ≤ 2 − α2/2 ∨ 0, which follows closely the argument given in [HMP10]. The
lower bound given in [HMP10] is more complicated, but we will obtain an elementary proof
in the next chapter, via the Liouville measure: see Exercise 4 of Chapter 2.

To start the proof of the upper bound, we begin by stating an improvement of Proposi-
tion 1.34, which is Proposition 2.1 in [HMP10]. This is the circle average analogue of Lévy’s
modulus of continuity for Brownian motion.

Lemma 1.38. Suppose D is bounded with smooth boundary. Then for every η < 1/2, for
every ζ > 0 and ε > 0, there exists M = M(η, ζ, ε) <∞ a.s. such that

|hr(z)− hs(w)| ≤M

(
log

1

r

)ζ
(|z − w|+ |r − s|)η

rη+ε

for every z, w ∈ D and for all r, s ∈ (0, 1) such that r/s ∈ [1/2, 2] and B(z, r), B(w, s) ⊂ D.
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See Proposition 2.1 in [HMP10] for a proof.

Without loss of generality, we will now work in the case where D is bounded with smooth
boundary. This yields the proof in the general case by the domain Markov property, and
since dim(Tα) = limn→∞ dim(Tα ∩Dn) for a sequence of smooth, bounded domains Dn with
∪Dn = D.

In this setting, the above lemma allows us to “discretise” the set of ε and z on which
it suffices to check thickness. More precisely, set ε > 0, K > 0 and consider the sequence
of scales rn = n−K . Fix ζ < 1, and η < 1/2 arbitrarily (say ζ = 1/2, η = 1/4), and let
M = M(η, ζ, εη) be as in the lemma. Then for any z ∈ D, we have that if rn+1 ≤ r ≤ rn,

|hr(z)− hrn(z)| ≤MKζ(log n)ζ
(rn+1 − rn)η

r
η(1+ε)
n

. (log n)ζnKη(1+ε)−(K+1)η . (log n)ζ

if we choose ε = K−1. Thus any point z ∈ D is in Tα if and only if

lim
n→∞

hrn(z)

log 1/rn
= α.

Now for any n ≥ 1 let {zn,j}j = D ∩ r1+ε
n Z2 be a set of discrete points spaced by r1+ε

n within
D. Then if z ∈ B(zn,j, r

1+ε
n ) we have for the same reasons

|hrn(z)− hrn(zn,j)| . (log n)ζ .

Thus for fixed δ > 0 let

In = {j : hrn(zn,j) ≥ (α− δ) log 1/rn}

Then for each N ≥ 1, each δ > 0,

T ′α =
⋃
n>N

⋃
j∈In

B(zn,j, r
1+ε
n )

is a cover of Tα. Consequently, if Hq denotes q-dimensional Hausdorff measure for q > 0,

E(Hq(Tα)) ≤ E

(∑
n>N

∑
j∈In

diamB(zn,j, r
1+ε
n )q

)
.
∑
n>N

r−2−2ε
n rq(1+ε)

n max
j

P(j ∈ In).

For a fixed n and a fixed j, as argued in the heuristics, P(j ∈ In) . exp(−(α−δ)2/2 log(1/rn)) =

r
(α−δ)2/2
n where the implied constants are uniform over D. We deduce

E(Hq(Tα)) ≤
∑
n>N

r−2−2ε+(α−δ)2/2+q(1+ε)
n .
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As rn = n−K and K can be chosen arbitrarily large, the right hand side tends to zero as
N →∞ as soon as the exponent of rn in the above sum is positive, or, in other words, if q
is such that

−2− 2ε+ (α− δ)2/2 + q(1 + ε) > 0.

Thus we deduce that Hq(Tα) = 0 a.s. (and hence dim(Tα) ≤ q whenever q(1 + ε) >
2 + 2ε− (α− δ)2/2. So

dim(Tα) ≤ 2 + 2ε− (α− δ)2/2

1 + ε
,

a.s. Since ε > 0, δ > 0 are arbitrary, we deduce

dim(Tα) ≤ 2− α2/2,

almost surely, as desired.

The value α = 2 corresponds informally to the maximum of the free field, and the study
of the set T2 is, informally at least, related to the study of extremes in a branching Brownian
motion (see [ABBS13, ABK13]).

1.13 Exercises

Discrete GFF

1. Describe the GFF on a binary tree of depth n, where ∂ is the root of the tree.

2. Using an orthonormal basis of eigenfunctions for P̂ , show that the partition function
Z in Theorem 1.6 is given by

Z = det(I − P̂ )−1/2

3. Prove that the minimiser of the discrete Dirichlet energy is discrete harmonic.

4. Prove the spatial Markov property of the discrete GFF.

Continuous GFF

1. Show that on the upper half pane,

GH
0 (x, y) = log

∣∣∣∣x− ȳx− y

∣∣∣∣ .
Hint: use that pHt (x, y) = pt(x, y)− pt(x, ȳ) by symmetry, and use the formula e−a/t −
e−b/t = t−1

∫ b
a
e−x/tdx.

Deduce the value of G0 on the unit disc.
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2. Let pt(x, y) be the transition function of Brownian motion on the whole plane. Show
that π

∫ 1

0
pt(x, y)dt = − log |x − y| + O(1) as x → y. Then use this to argue that

GD(x, y) = − log |x − y| + O(1) as x → y, recovering the third property of Proposi-
tion 1.11.

3. Let D be a bounded domain and z0 ∈ D. Suppose that φ(z) is harmonic in D \ {z0}
and that

φ(z) = −(1 + o(1)) log |z − z0| as z → z0 ; φ(z)→ 0 as z → z0 ∈ ∂D.

Show that φ(z) = GD
0 (z0, z) for all z ∈ D \ {z0}. (Hint: use the optional stopping

theorem.)

4. Consider h̃ε(z): the average value of the GFF on a square at distance ε from z. Is
this a Brownian motion as a function of t = log 1/ε? If not, how can you modify it so
that it becomes a Brownian motion? More generally, what about the average of the
field on a scaled contour ελ, where λ is a piecewise smooth loop (the so-called potato
average...)?

5. Radial decomposition. Suppose D = D is the unit disc and h is a GFF. Then show
that h can be written as the sum

h = hrad + hcirc

where hrad is a radially symmetric function, hcirc is a distribution with zero average
on each disc, and the two parts are independent. Specify the law of each of these two
parts.

6. Let D be a proper simply connected domain and let z ∈ D.

(a) Show that
logR(z;D) = Ez(|BT − z|)

where T = inf{t > 0 : Bt /∈ D}. (Hint: let g be a map sending D to D and z0 to 0.
Let φ(z) = g(z)

z−z0 for z 6= z0 and φ(z0) = g′(z0); and consider log |φ|.)
(b) Deduce the following useful formula: let D ⊂ C be as above, let U ⊂ D be a
subdomain and for z ∈ U let ρz be the harmonic measure on ∂U as seen from z. Then
show that ρ ∈M0 and that

Var(h, ρ) = log
R(z;D)

R(z, U)
.

7. Show that the constraints in Remark 1.12 uniquely identify GD when d ≥ 3. For
x ∈ D, defining Hx(y) = (2π/Ad)|x−y|2−d, let hx be the unique harmonic extension of
Hx|∂D into D. Show that the function H(x, y) = Hx(y)−hx(y), defined for x 6= y ∈ D,
satisfies the constraints of Remark 1.12. Deduce that GD = H. Show this directly by
proving that the transition probability pDt (x, y) solves the heat equation in D.
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2 Liouville measure
In this chapter we introduce the Liouville measure, which (informally speaking) is the mea-
sure µγ defined by

µγ(dz) = eγh(z)dz, (2.1)

where h is a GFF in two dimensions and γ ≥ 0 is a parameter. The construction will be
generalised in Chapter 3 which is devoted to Gaussian multiplicative chaos, which are
measures of the form (2.1) but for generic log-correlated fields Gaussian fields h. While
the Gaussian free field in two dimensions is of course an example of such a field, so that
Liouville measure really is just a particular case of the theory of Gaussian multiplicative
chaos, some arguments specific to the GFF can be used to simplify the presentation and
introduce relevant ideas in a clean way, without the need to introduce too much machinery.
This is the reason why we have chosen to do the construction of Liouville measure (i.e., in
the case of the GFF) in this separate chapter.

Heuristics. The informal definition (2.1) should be interpreted as follows. Some abstract
Riemann surface has been parametrised, after Riemann uniformisation, by a domain of our
choice – perhaps the disc, assuming that it has a boundary, or perhaps the unit sphere in
three dimensions if it doesn’t. In this parametrisation, the conformal structure is preserved:
i.e., curves crossing at an angle θ at some point in the domain would also correspond to
curves crossing at an angle θ in the original surface. However, in this parametrisation, the
metric and the volume do not correspond to the ambient volume and metric of Euclidean
space. Namely, a small element of volume dz in the domain really corresponds to a small
element of volume eγh(z)dz in the original surface. Hence points where h is very big (e.g.,
thick points) correspond in reality to relatively big portions of the surface; while points where
h is very low are points which correspond to small portions of the surface. The first points
will tend to be typical from the point of view of sampling from the volume measure, while
the second points will be where geodesics tend to travel.

Rigourous approach. Let D ⊂ R2 be an open set and let h be a Dirichlet (or zero
boundary) GFF on D. When we try to give a precise meaning (2.1), we immediately run
into a serious problem: the exponential of a distribution (such as h) is not a priori defined.
This corresponds to the fact that while h is regular enough to be a distribution, so small
rough oscillations cancel each other when we average h over macroscopic regions of space,
these oscillations become highly magnified when we take the exponential and they can no
longer cancel each other out. In fact, giving a meaning to (2.1) will require non-trivial work,
and will be done via an approximation procedure, using

µε(dz) := eγhε(z)εγ
2/2dz, (2.2)

for ε > 0, where hε(z) is a jointly continuous version of the circle average. (More general
regularisations will be considered in Chapter 3). It is straightforward to see that µε is a
(random) Radon measure on D for every ε. Our goal will be to prove the following theorem.
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Theorem 2.1. Suppose 0 ≤ γ < 2. If D is bounded, then the random measure µε converges
weakly almost surely to a random measure µ, the (bulk) Liouville measure, along the subse-
quence ε = 2−k. µ a.s. has no atoms, and for any A ⊂ D open, we have µ(A) > 0 a.s. In
fact, E(µ(A)) =

∫
A
R(z,D)γ

2/2dz ∈ (0,∞).

We remind the reader that the notation R(z,D) above stands for the conformal radius
of D seen from z. That is, R(z,D) = |f ′(0)| where f is (any) conformal map taking D to D
and 0 to z. If D is unbounded then weak convergence can be replaced by vague convergence
with exactly the same proof.

In this form, the result is due to Duplantier and Sheffield [DS11]. It could also have
been deduced from earlier work of Kahane [Kah85] who used a different approximation
procedure, together with results of Robert and Vargas [RV10b] showing universality of the
limit with respect to the approximating procedure. (In fact, these two results would have
given convergence in distribution of µε rather than in probability; and hence would not show
that the limiting measure µ depends solely on the free field h. However, a strengthening of
the arguments of Robert and Vargas due to Shamov [Sha16] has recently yielded convergence
in probability.) Earlier, Høegh-Krohn [HK71] had introduced a similar model in the context
of quantum field theory, and analysed it in the relatively easy L2 phase when 0 ≤ γ <

√
2.

Here we will follow the elementary approach developed in [Ber17], which works in the more
general context of Gaussian multiplicative chaos (see Chapter 3), but with the simplifications
that are allowed by taking the underlying field to be the GFF.

2.1 Preliminaries

Before we start the proof of Theorem 2.1 we first observe that this is the right normalisation.

Lemma 2.2. We have that Var(hε(x)) = log(1/ε)+logR(x,D). As a consequence, E(µε(A)) =∫
A
R(z,D)γ

2/2dz ∈ (0,∞).

Proof. The proof is very similar to the argument in Theorem 1.35 and is a good exercise.
Fix x ∈ D. By definition,

Var(hε(x)) = Γ(ρx,ε) =

∫
ρx,ε(dz)ρx,ε(dw)G(z, w).

For a fixed z, G(z, ·) is harmonic on D \{z} and so
∫
ρx,ε(dw)G(w, z) = G(x, z) by the mean

value property and an approximation argument similar to (1.23). Therefore,

Var(hε(x)) = Γ(ρx,ε) =

∫
ρx,ε(dz)G(z, x).

Now, observe that G(x, ·) = − log |x−·|+ξ(·) where ξ(·) is harmonic and ξ(x) = logR(x;D).
Indeed let ξ(·) be the harmonic extension of − log |x−·| on ∂D. Then G(x, ·)− ξ(·) has zero
boundary values on ∂D, and is bounded and harmonic in D \ {x}. Hence it must be zero in
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all of D by uniqueness of solutions to the Dirichlet problem among bounded functions (e.g.,
by the optional stopping theorem). Note that ξ(x) = logR(x;D) by (1.4). Therefore, by
harmonicity of ξ and the mean value property,

Var(hε(x)) =

∫
G(x, z)ρx,ε(dz) = log(1/ε) + ξ(x)

as desired.

We now make a couple of remarks:

1. Not only is the expectation constant, but we have that for each fixed z, eγhε(z)εγ2/2
forms a martingale as a function of ε. This is nothing but the exponential martingale
of a Brownian motion.

2. However, the integral µε(A) is not a martingale. This is because the underlying fil-
tration in which eγhε(z)εγ

2/2 is a martingale depends on z. If we try to condition on
all the information hε(z), z ∈ D, then this is too much information, and we lose the
martingale property.

2.2 Convergence and uniform integrability in the L2 phase

The bulk of the proof consists in showing that for any fixed bounded Borel subset S of D
(including possibly D itself), we have that µε(S) converges almost surely along the subse-
quence ε = 2−k to a non-degenerate limit. We will then explain in Section 2.3, using fairly
general arguments, why this implies the a.s. weak convergence of the sequence of measures
µε along the same subsequence.

Let us now fix S and set Iε = µε(S). We first suppose that γ ∈ [0,
√

2). In this case,
the so-called L2 phase, it is relatively to check the convergence (which actually holds in L2),
but difficulties arise when γ ∈ [

√
2, 2). (As luck would have it this coincides precisely with

the phase which is interesting from the point of view of statistical physics on random planar
maps).

Proposition 2.3. If γ ∈ [0,
√

2) and ε > 0, δ = ε/2, then we have the estimate E((Iε −
Iδ)

2) ≤ Cε2−γ2. In particular, Iε is a Cauchy sequence in L2(P) and so converges to a limit
in probability as ε → 0. Along the sequence ε = 2−k, this convergence occurs almost surely,
and the limit is almost surely strictly positive.

Proof. For ease of notations, let h̄ε(z) = γhε(z)− (γ2/2) Var(hε(z)), and let

σ(dz) = R(z,D)γ
2/2dz.

The idea is to say that if we consider the Brownian motions hε(x) and hε(y) (viewed as
a function of ε = e−t, then they are (approximately) identical until ε ≤ |x− y|, after which
time they evolve (exactly) independently.
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Observe that by Fubini’s theorem,

E((Iε − Iδ)2) =

∫
S2

E
(

(eh̄ε(x) − eh̄δ(x))(eh̄ε(y) − eh̄δ(y))
)
σ(dx)σ(dy)

=

∫
S2

E
(
eh̄ε(x)+h̄ε(y)(1− eh̄δ(x)−h̄ε(x))(1− eh̄δ(y)−h̄ε(y))

)
σ(dx)σ(dy).

By the Markov property, hε(x)−hδ(x) and hε(y)−hδ(y) are independent as soon as |x−y| ≥
2ε: indeed, we can apply the Markov property in U = B(x, ε) ∪ B(y, ε), which allows us to
write h = h̃ + ϕ where ϕ is harmonic in U and h̃ is an independent GFF in U . Since U is
a disjoint union of two balls in U , the restriction of h̃ to each of these balls is independent.
Hence all three terms in the above product are independent: indeed, the first is measurable
with respect to h outside of U (i.e., depends only on ϕ), the second term depends only on h̃
in the ball B(x, ε), and the third term depends only on h̃ in B(y, ε).

Hence if |x− y| ≥ 2ε, then the expectation in the above integral is simply

= E(eh̄ε(x)+h̄ε(y))E(1− eh̄δ(x)−h̄ε(x))E(1− eh̄δ(y)−h̄ε(y))

But both second and third terms are equal to zero, because of the pointwise martingale
property. Therefore the expectation is just 0 as soon as |x− y| > 2ε.

Also note that by the martingale property for a fixed x,

E((eh̄ε(x) − eh̄δ(x))2) = E(e2h̄δ(x) − e2h̄ε(x))

≤ E(e2h̄δ(x)) ≤ CE(e2h̄ε(x))

for some C > 0. Hence using Cauchy–Schwarz in the case where |x− y| ≤ 2ε,

E((Iε − Iδ)2) ≤
∫
|x−y|≤2ε

√
E((eh̄ε(x) − eh̄δ(x))2)E((eh̄ε(y) − eh̄δ(y))2)σ(dx)σ(dy)

≤ C

∫
|x−y|≤2ε

√
E(e2h̄ε(x))E(e2h̄ε(y))σ(dx)σ(dy) (2.3)

≤ C

∫
|x−y|≤2ε

εγ
2

e
1
2

(2γ)2 log(1/ε)σ(dx)σ(dy)

≤ Cε2+γ2−2γ2 = Cε2−γ2 .

To see that P(limε→0 Iε > 0) = 1 we will appeal to Kolmogorov’s 0-1 law. We already know
that P(limε→0 Iε > 0) > 0, since E(limε→0 Iε) = limε→0 E(Iε) > 0. Moreover, notice that if
(fi)i≥1 is an orthonormal basis of H1

0 (D), then {hε(x) : x ∈ D, ε > 0} and therefore limε→0 Iε,
is a function of the sequence of coefficients (h, fi)∇. Now, we have seen that these coefficients
are independent standard Gaussians, and it is clear that the event {limε→0 Iε > 0} is in the
tail σ-algebra generated by the sequence (since this event is invariant under resampling any
finite number of terms). Thus it has probability zero or one, and since the probability is
positive, it must be one. This concludes the proof of the proposition.
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The moral of this proof is the following: while Iε is not a martingale in ε (because there
is no filtration common to all points x such that eh̄ε(x) forms a martingale), we can use the
pointwise martingales to estimate the second moment of the increment Iε − Iδ. Only for
points x, y which are very close (of order ε) do we get a non-trivial contribution.

We defer the proof of the general case γ ∈ [0, 2) until a bit later (see Section 2.5); and for
now show how convergence of masses µε(S) towards some limit implies a.s. weak convergence
of the sequence of measures µε.

2.3 Weak convergence to Liouville measure

We now finish the proof of Theorem 2.1 (assuming convergence of masses of fixed bounded
Borel subsets S ⊆ D toward some limit that is strictly positive with probability one) by
showing that the sequence of measures µε converges in probability for the weak topology
towards a measure µ. This measure will be defined by the limits of quantities of the form
µε(S), where S is a cube such that S̄ ⊂ D. These arguments are borrowed from [Ber17].

Note that since µε(D) converges a.s. we have that the measures µε are a.s. tight in the
space of Borel measures on D with the topology of weak convergence (along the subsequence
ε = 2−k, which we will not repeat). Let µ̃ be any weak limit.

Let A denote the π-system of subsets of R2 of the form A = [x1, y1) × [x2, y2) where
xi, yi ∈ Q, i = 1, 2 and such that Ā ⊂ D, and note that the σ-algebra generated by A is the
Borel σ-field on D. Observe that µε(A) converges almost surely to a limit (which we call
µ(A)) for any A ∈ A, by the part of the theorem which is already proved (or assumed in the
case γ ≥

√
2). Observe that this convergence holds a.s. simultaneously for all A ∈ A, since

A is countable.
Let A = [x1, y1)× [x2, y2) ∈ A. We first claim that

µ(A) = sup
x′i,y

′
i

{µ([x′1, y
′
1]× [x′2, y

′
2])} (2.4)

where the sup is over all x′i, y′i ∈ Q with x′i > xi and y′i < yi, 1 ≤ i ≤ 2. Indeed, clearly the
left hand side is a.s. greater or equal to the right hand side, but both sides have the same
expectation by monotone convergence (for E). Likewise, it is easy to check that

µ(A) = inf
x′i,y

′
i

{µ((x′1, y
′
1)× (x′2, y

′
2))} (2.5)

where now the inf is over all x′i, y′i ∈ Q with x′i < xi and y′i > yi, 1 ≤ i ≤ 2.
We aim to check that µ̃(A) = µ(A), which uniquely identifies the weak limit µ̃ and hence

proves the desired weak convergence.
Note that by the portmanteau lemma, for any A = [x1, y1)×[x2, y2), and for any x′i, y′i ∈ Q

with x′i < xi and y′i > yi, 1 ≤ i ≤ 2, we have:

µ̃(A) ≤ µ̃((x′1, y
′
1)× (x′2, y

′
2))

≤ lim inf
ε→0

µε((x
′
1, y
′
1)× (x′2, y

′
2))
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= µ((x′1, y
′
1)× (x′2, y

′
2)).

(The portmanteau lemma is more classically stated for probability measures, but there is no
problem in using the theorem here since we already know convergence of the total mass, so
we can equivalently work with the normalised measures µε/µε(D)).

Since the x′i, y′i are arbitrary, taking the inf over the admissible values and using (2.5) we
get

µ̃(A) ≤ µ(A).

The converse inequality follows in the same manner, using (2.4). We deduce that µ̃(A) =
µ(A), almost surely, as desired. As already explained, this uniquely identifies the limit µ̃.
Hence µε converges a.s. weakly to µ on D.

2.4 The GFF viewed from a Liouville typical point

Let h be a Gaussian free field on a domain D, with associated Liouville measure µ for some
γ < 2. An interesting question is the following: if z is a random point sampled according to
the Liouville measure, normalised to be a probability distribution (this is possible when D
is bounded), then what does h look like near the point z? This gives rise to the concept of
rooted measure in the terminology of [DS11] or to the Peyrière measure in the terminology
of Gaussian multiplicative chaos.

We expect some atypical behaviour: after all, for any given fixed z ∈ D, eγhε(z)εγ2/2
converges a.s. to 0, so the only reason µ could be non-trivial is if there are enough points on
which h is atypically big. Of course this leads us to suspect that µ is in some sense carried by
certain thick points of the GFF. It remains to identify the level of thickness. As mentioned
before, a simple back-of-the-envelope calculation (made slightly more rigorous in the next
result) suggests that these points should be γ-thick. As we will see, this in fact a simple
consequence of Girsanov’s lemma: essentially, when we bias h by eγh(z), we shift the mean
value of the field by γG(·, z) = γ log 1/| · −z|+O(1), thereby resulting in a γ-thick point.

Theorem 2.4. Suppose D is bounded. Let z be a point sampled according to the Liouville
measure µ, normalised to be a probability measure. Then, a.s.,

lim
ε→0

hε(z)

log(1/ε)
= γ.

In other words, z is almost surely a γ-thick point (z ∈ Tγ).

When D is not bounded we can simply say that µ(T cγ ) = 0, almost surely. In particular,
µ is singular with respect to Lebesgue measure, a.s.

Proof. The proof is elegant and simple, but the first time one sees it, it is somewhat per-
turbing. We require the following important but elementary lemma, which can be seen as a
(completely elementary) version of Girsanov’s theorem.
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Lemma 2.5 (Tilting lemma / Girsanov / Cameron–Martin). Let X = (X1, . . . , Xn) be a
Gaussian vector under the law P, with mean µ and covariance matrix V . Let α ∈ Rn and
define a new probability measure by

dQ
dP

=
e〈α,X〉

Z
,

where Z = E(e〈α,X〉) is a normalising constant. Then under Q, X is still a Gaussian vector,
with covariance matrix V and mean µ+ V α.

It is worth rephrasing this lemma in plain words. Suppose we weigh the law of a Gaussian
vector by some linear functional. Then the process remains Gaussian, with unchanged
covariances, however the mean is shifted, and the new mean of the variable Xi say, is

µ′i = µi + Cov(Xi, 〈α,X〉).

In other words, the mean is shifted by an amount which is simply the covariance of the
quantity we are considering and what we are weighting by.

Proof. Assume for simplicity (and in fact without loss of generality) that µ = 0. It is simple
to check it with Laplace transforms: indeed if λ ∈ Rn, then

Q(e〈λ,X〉) =
1

Z
E(e〈λ+α,X〉)

=
1

e
1
2
〈α,V α〉

e
1
2
〈α+λ,V (α+λ)〉

= e
1
2
〈λ,V λ〉+〈λ,V α〉

The first term in the exponent 〈λ, V λ〉 is the Gaussian term with variance V , while the
second term 〈λ, V α〉 shows that the mean is now V α, as desired.

Let P = P(dh) be the law of the GFF, and let Qε denote the joint law on (z, h) defined
by:

Qε(dz, dh) =
1

Z
eγhε(z)εγ

2/2dzP(dh).

Here Z is a normalising (non-random) constant depending solely on ε. Note that the marginal
law of h is weighted by µε(D) under Qε, and given h, the point z is sampled proportionally
to µε.

Define also Q(dz, dh) = µh(dz)P(dh) where by µh we mean the Liouville measure which is
a.s. defined by h. Note that Qε converges to Q weakly with respect to the product topology
induced by the Euclidean metric for z and the Sobolev H−1 norm for h, say, or, if we prefer
the point of view that h is a stochastic process indexed by M, then the meaning of this
convergence is with respect to the infinite product D × RM: that is, for any fixed m ≥ 1
and ρ1, . . . , ρm ∈M, and any continuous bounded function f on D,

E
(

(h, ρ1) . . . (h, ρm)

∫
f(z)εγ

2/2eγhε(z)dz

)
→ E

(
(h, ρ1) . . . (h, ρm)

∫
f(z)µh(dz)

)
.
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This can be verified exactly with the same argument which shows the weak convergence
of the approximate Liouville measures. For simplicity we will keep the point of view of a
stochastic process for the rest of the proof.

Note that under the law Qε, the marginal law of h is simply

Qε(dh) =
1

Z
µε(D)P(dh) (2.6)

so it has the law of a GFF biased by its total mass, and we deduce that Z = E(µε(D)) =∫
D
R(z,D)γ

2/2dz does not even depend on ε (in fact there are small effects from the boundary
which we freely ignore).

Furthermore, the marginal law of z is

Qε(dz) =
1

Z
dzE(eγhε(z)εγ

2/2) =
dz

Z
R(z,D)γ

2/2.

Here again, the law does not depend on ε and is nice, i.e. absolutely continuous, with respect
to Lebesgue measure. Finally, it is clear that under Qε, given h, the conditional law of z is
just given by a sample from µε.

We will simply reverse the procedure, and focus instead on the conditional distribution
of h given z. We start by explaining the argument without worrying about its formal
justification, and add the justifications where needed afterwards.

Note that by definition,

Qε(dh|z) =
1

Z(z)
eγhε(z)εγ

2/2P(dh).

In other words, the law of the Gaussian field h has been reweighted by an exponential linear
functional. By Girsanov’s lemma, we deduce that under Qε(dh|z), h is a field with the same
covariances as under P, and non-zero mean at point w given by

Cov(h(w), γhε(z)) = γ log(1/|w − z|) +O(1).

(More rigorously, we apply Girsanov’s lemma to the Gaussian stochastic process (h, ρ)ρ∈M
and find that under Qε, its covariance structure remains unchanged, while its mean has been
shifted by Cov((h, ρ); γhε(z)).)

In the limit as ε→ 0, this amounts to adding the function γGD(·, z) to the field h(·). We
now argue that this must coincide with the law of Q(dh|z). To see this, we use the previous
paragraph to write for any ε > 0, and for any m ≥ 1, ρ1, . . . , ρm ∈M, ψ ∈ Cb(D):

EQε((h, ρ1) . . . (h, ρm)ψ(z))

=
∫
D
dzψ(z)R(z,D)

γ2

2 Eh (((h, ρ1) + Cov((h, ρ1), γhε(z))) . . . ((h, ρn) + Cov((h, ρm), γhε(z)))) .

Invoking the weak convergence of Qε to Q, we see that the left hand side of the above equality
converges to EQ((h, ρ1) . . . (h, ρm)ψ(z)) as ε → 0. At the same time, an application of the
dominated convergence theorem shows that the right hand side converges as ε→ 0 to∫

D

dzψ(z)R(z,D)
γ2

2 Eh((h+ γG(z, ·), ρ1) . . . (h+ γG(z, ·), ρm)).
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Hence the law of Q(dh|z) is as claimed.
To summarise, under Q and given z, a logarithmic singularity of strength γ has been

introduced at the point z. Hence we find that under Q(dh|z), a.s.,

lim
δ→0

hδ(z)

log(1/δ)
= γ,

so z ∈ Tγ, a.s. as desired. In other words, Q(µh(T cγ ) = 0) = 1.
We conclude the proof of the theorem by observing that the marginal laws Q(dh) and

P(dh) are mutually absolutely continuous with respect to one another, so any property which
holds a.s. under Q holds also a.s. under P. (This absolute continuity follows simply from the
fact that µ(S) ∈ (0,∞),P−a.s.)

2.5 General case

To address the difficulties that arise when γ ≥
√

2, we proceed as follows. Roughly, we claim
that the second moment of Iε blows up because of rare points which are too thick and which
do not contribute to the integral in an a.s. sense, but nevertheless inflate the value of the
second moment. So we will remove these points by hand. To see which points to remove,
we appeal the considerations of the previous section: this suggests that we should be safe to
get rid of points that are strictly more than γ-thick.

Let α > 0 be fixed (it will be chosen > γ and very close to γ soon). We define a good
event Gα

ε (x) = {hε(x) ≤ α log(1/ε)}. This is the good event that the point x is not too thick
at scale ε.

Lemma 2.6 (Liouville points are no more than γ-thick). For α > γ we have

E(eh̄ε(x)1Gαε (x)) ≥ 1− p(ε)

where the function p may depend on α and for a fixed α > γ, p(ε)→ 0 as ε→ 0, polynomially
fast. The same estimate holds if h̄ε(x) is replaced with h̄ε/2(x).

Proof. Note that

E(eh̄ε(x)1{Gαε (x)}) = P̃(Gα
ε (x)), where

dP̃
dP

= eh̄ε(x).

By Girsanov’s lemma, under P̃, the process Xs = he−s(x) has the same covariance structure
as under P and its mean is now γ Cov(Xs, Xt) = γs+O(1) for s ≤ t. Hence it is a Brownian
motion with drift γ, and the lemma follows from the fact that such a process does not exceed
αt at time t with high probability when t is large (and the error probability is exponential
in t, or polynomial in ε, as desired).

Changing ε into ε/2 means that the drift of Xs is γs+O(1) over a slightly larger interval
of time, namely until time t + log 2. In particular the same argument as above shows that
the same estimate holds for h̄ε/2(x) as well.
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We therefore see that points which are more than γ-thick do not contribute significantly
to Iε in expectation and can be safely removed. To this end, we fix α > γ and introduce:

Jε =

∫
S

eh̄ε(x)1Gε(x)σ(dx); J ′ε/2(x) =

∫
S

eh̄ε/2(x)1Gε(x)σ(dx) (2.7)

with Gε(x) = Gα
ε (x), and where we recall that σ(x) = R(x,D)γ

2/2dx. Note that a conse-
quence of Lemma 3.5 is that

E(|Iε − Jε|) ≤ p(ε)|S| → 0 and E(|Iε/2 − J ′ε/2|) ≤ p(ε)|S| → 0 (2.8)

as ε→ 0.

Lemma 2.7. We have the estimate E((Jε − J ′ε/2)2) ≤ εr for some r > 0. In particular, Iε
is a Cauchy sequence in L1 and so converges to a limit in probability. Along ε = 2−k, this
convergence occurs almost surely.

Proof. The proof of this lemma is virtually identical to that in the L2 phase (see Propo-
sition 2.3). The key observation there was that if |x − y| ≥ 2ε, then the increments
hε(x) − hε/2(x) and hε(y) − hε/2(y) are independent of each other, and in fact also of F :
the σ-algebra generated by h restricted to the complement of B(x, ε) ∪ B(y, ε). Since the
events Gε(x) and Gε(y) are both measurable with respect to F , we may therefore deduce
from that proof (see (2.3)) that

E((Jε − J ′ε/2)2) ≤ C

∫
|x−y|≤2ε

√
E(e2h̄ε(x)1Gε(x))E(e2h̄ε(y)1Gε(y))σ(dx)σ(dy).

Now,

E(e2h̄ε(x)1Gε(x)) ≤ E(e2h̄ε(x)1{hε(x)≤α log(1/ε))

≤ O(1)ε−γ
2Q(hε(x) ≤ α log 1/ε)

where by Girsanov’s lemma, underQ, hε(x) is a normal random variable with mean 2γ log(1/ε)+
O(1) and variance log 1/ε+O(1). This means that

Q(hε(x) ≤ α log 1/ε) ≤ O(1) exp(−1

2
(2γ − α)2 log 1/ε)

and hence
E((Jε − J ′ε/2)2) ≤ O(1)ε2−γ2ε

1
2

(2γ−α)2 .

Again, choosing α > γ sufficiently close to γ ensures that the bound on the right hand side
is at most O(1)εr for some r > 0, as desired. This finishes the proof of the lemma. It
also concludes the proof of Theorem 2.1 in the general case γ < 2, by (2.8), and recalling
that p(ε) decays polynomially in ε for fixed α, so we can apply Borel–Cantelli to get a.s.
convergence along the sequence ε = 2−k.

We note that the a.s. convergence over the entire range of ε (not just the dyadic values
ε = 2−k) was proved by Sheffield and Wang [SW16].
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2.6 The phase transition for the Liouville measure

The fact that the Liouville measure µ = µγ is supported on the γ-thick points, Tγ, is very
helpful to get a clearer picture what changes when γ = 2. Indeed recall that dim(Tγ) =
(2 − γ2/2)+, and Tγ is empty if γ > 2. The point is that µ = µγ does not degenerate
when γ < 2 because there are thick points to support it. Once γ > 2 there are no longer
any thick points, and this makes it in some sense “clear” that any approximations to µγ
must degenerate to the zero measure. When γ = 2 however, Tγ is not empty, and there is
therefore a hope to construct a meaningful critical Liouville measure µ. Such a construction
has indeed been carried out in two separate papers by Duplantier, Rhodes, Sheffield, and
Vargas [DRSV14b, DRSV14a]. However the normalisation must be done more carefully –
see these two papers for details, as well as the more recent preprints [JS17, HRV18, Pow18].

2.7 Conformal covariance

Of course, it is natural to wonder in what way the conformal invariance of the GFF manifests
itself at the level of the Liouville measure. As it turns out these measures are not simply
conformally invariant. This is easy to believe intuitively, since the total mass of the Liouville
measure has to do with total surface area (measured in quantum terms) enclosed in a domain
(for example via circle packing), and so this must grow as the domain grows.

However, the measures are conformally covariant: that is, to relate their laws under
conformal mappings one must include a correction term accounting for the inflation of the
domain under the conformal map. This term is naturally proportional to the derivative of
the conformal map.

To formulate the result, it is convenient to use the following notation. Suppose that h
is a given distribution – perhaps a realisation of a GFF, but also perhaps one of its close
relatives (for example, the GFF plus some smooth deterministic function) – and suppose that
its circle average process is well defined. Then we define µh to be the measure, if it exists,
given by µh(dz) = limε→0 e

γhε(z)εγ
2/2dz. Of course, if h is just a GFF, then µh is nothing else

but the measure we have constructed in the previous part. If h can be written as h = h0 +ϕ
where ϕ is deterministic, h0 is a GFF and eγϕ ∈ L1(µh0), then µh(dz) = eγϕ(z) · µh0(dz) is
absolutely continuous with respect to the Liouville measure µh0 .

Theorem 2.8 (Conformal covariance of Liouville measure). Let f : D → D′ be a conformal
map, and let h be a GFF in D. Then h′ = h ◦ f−1 (where we define this image in the sense
of distributions) is a GFF in D′, and

µh ◦ f−1 = µh◦f−1+Q log |(f−1)′|

= eγQ log |(f−1)′|µh′ ,

where
Q =

γ

2
+

2

γ
.
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In other words, pushing forward the Liouville measure µh by the map f , we get a measure
which is absolutely continuous (with density |f−1(z)|γQ at z ∈ D′) with respect to the
Liouville measure on D′.

Informal proof. The reason for this formula may be understood quite easily. Indeed,
note that γQ = γ2/2 + 2. When we use the map f , a small circle of radius ε is mapped
approximately into a small circle of radius ε′ = |f ′(z)|ε around f(z). So eγhε(z)εγ

2/2dz
approximately corresponds to

e
γh′|f ′(z)|ε(z

′)
εγ

2/2 dz′

|f ′(z)|2

by the usual change of variable formula. This can be rewritten as

eγh
′
ε′ (z
′)(ε′)γ

2/2 dz′

|f ′(z)|2+γ2/2

Letting ε→ 0 we get, at least heuristically speaking, the desired result.

Proof of Theorem 2.8. Of course, the above heuristic is far from a proof, and the main reason
is that hε(z) is not a very well-behaved approximation of h under conformal maps. It is better
to instead work with a different approximation of the GFF, using an orthonormal basis of
H1

0 (D) as in Section 1.6, which has the advantage of being conformally invariant.
In view of this, we make the following definition: suppose h =

∑
nXnfn, where Xn are

i.i.d. standard normal random variables, and fn is an orthonormal basis of H1
0 (D). Set

hN(z) =
∑N

i=1Xifi to be the truncated series, and define

µN(S) =

∫
S

exp

(
γhN(z)− γ2

2
Var(hN(z))

)
σ(dz)

where we recall that σ(dz) = R(z,D)γ
2/2dz. Note that µN(S) has the same expected value as

µ(S). Furthermore, µN(S) is a non-negative martingale with respect to the filtration (FN)N
generated by (XN)N , so has an almost sure limit which we will call µ∗(S).

Lemma 2.9. Almost surely, µ∗(S) = µ(S).

Proof. When we take the circle averages of the series we obtain

hε = hNε + h′ε

where h′ε is independent from hN , and hNε denotes the circle average of the function hN .
Hence

εγ
2/2eγhε(z) = eγh

N
ε (z)εγ

2/2eγh
′
ε(z).

Consequently, integrating over S and taking the conditional expectation given FN , we obtain
that

E(µε(S)|FN) = µNε (S) :=

∫
S

exp

(
γhNε (z)− γ2

2
Var(hN(z))

)
σ(dz).
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When ε → 0, the right hand side converges to µN(S), since hN is a nice smooth function.
Consequently,

µN(S) = lim
ε→0

E(µε(S)|FN).

Since µε(S) → µ(S) in L1, we have µN = limε→0 E(µε(S)|FN) = E(µ(S)|FN) and so by
martingale convergence, µN(S)→ µ(S) as N →∞. Hence µ(S) = µ∗(S), as desired.

To finish the proof of conformal covariance (Theorem 2.8) we now simply recall that if fn
is an orthonormal basis of H1

0 (D) then fn ◦f−1 gives an orthonormal basis of H1
0 (D′). Hence

if h′ = h ◦ f−1, then its truncated series h′N can also simply be written as h′N = hN ◦ f−1.
Thus, consider the measure µN and apply the map f . We obtain a measure µ̃′N in D′ such
that

µ̃′N(D′) =

∫
D′

exp{γhN(f−1(z′))− γ2

2
Var(hN(f−1(z′)))}R(f−1(z′), D)γ

2/2 dz′

|f ′(f−1(z′))|2

=

∫
D′
dµ′N(z′)e(2+γ2/2)|(f−1)′(z′)|,

where dµ′N is the approximating measure to µh′ in D′. (The second identity is justified by
properties of the conformal radius). Letting N → ∞, and recalling that dµ′N converges to
dµh′ by the previous lemma, we obtain the desired statement of conformal covariance. This
finishes the proof of Theorem 2.8.

2.8 Random surfaces

The notion of random surface is a way of identifying Gaussian free field type distributions
that give rise to different “parametrisations” of the same Liouville measure. Essentially, we
want to consider the surfaces encoded by µh and by µh ◦ f−1 to be “the same” for any given
conformal map f : D → D′. By the conformal covariance formula (Theorem 2.8) if h is a
GFF, we have µh ◦ f−1 = µh′ a.s., where h′ = h ◦ f−1 +Q log |(f−1)′|. Thus we should think
of h and h′ as encoding the same quantum surface.

In fact, (when h is a GFF) this equality holds almost surely for all D′ and all conformal
maps f : D → D′ simultaneously. This result was proved by Sheffield and Wang in [SW16].

This motivates the following definition, due to Duplantier and Sheffield [DS11]. Define
an equivalence relation between (D1, h1) and (D2, h2), where (Di, hi) consists of a simply
connected domain and an element of D′(Di) for i = 1, 2, if there exists f : D1 → D2 a
conformal map such that

h2 = h1 ◦ f−1 +Q log |(f−1)′|.

It is easy to see that this is an equivalence relation.

Definition 2.10. A (random) surface is a pair (D, h) consisting of a domain and a (random)
distribution h ∈ D′(D), where the pair is considered modulo the above equivalence relation.
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Observe that this definition of (random) surface depends on the parameter γ ≥ 0 of the
Liouville measure (since Q depends on γ).

Interesting random surfaces arise, among other things, when we sample a point according
to the Liouville measure (either in the bulk, or on the boundary for a free field with a non-
trivial boundary behaviour, see later), and we ‘zoom in’ near this point. Roughly speaking,
these are the quantum cones and quantum wedges introduced by Sheffield in [She16a]. A
particular kind of wedge will be studied in a fair amount of detail later on in these notes (see
Theorem 5.53).

2.9 Exercises

1. Explain why Lemma 3.7 and Lemma 3.5 imply uniform integrability of µε(S).

2. Let µ be the Liouville measure with parameter 0 ≤ γ < 2. Use uniform integrability
and the Markov property of the GFF to show that µ(S) > 0 a.s.

3. How would you normalise eγhε(z) if you are just aiming to define the Liouville measure
on some line segment contained in D? Show that with this normalisation you get a
non-degenerate limit. What is the conformal covariance in this case?

4. Recall the events Gε(z) = {hr(z) ≤ α log 1/r, for all r ∈ [ε0, ε]} from the proof of
uniform integrability of the Liouville measure in the general case. Show that for any
0 ≤ d < 2− γ2/2 < 2, then

E
(∫

S2

1

|x− y|d
eh̄ε(x)1Gε(x)σ(dx) eh̄ε(y)1Gε(y)σ(dy)

)
≤ C <∞

where C does not depend on ε. Deduce that

dim(Tγ) ≥ 2− γ2/2.

Conclude with a proof of Theorem 1.37.
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3 Properties of Gaussian multiplicative chaos
In this chapter we take a slightly more general point of view than in the previous one,
and construct Gaussian multiplicative chaos (i.e., exponential measures) for a wider class
of logarithmically correlated fields. The construction is slightly more involved than the
one presented in previous chapter for the Gaussian free field, since we can no longer take
advantage of the domain Markov property. The argument here relies mainly on ideas of
[Ber17].

? The beginning of this chapter could be skipped by a reader interested only in the GMC
measures associated to the Gaussian free field (i.e., the Liouville measures). In this case
the reader may wish to skip to Section 3.6, although tools such as Kahane’s inequality
(Theorem 3.15) will be needed.

Following the construction we will present a set of useful tools for the study of Gaussian
multiplicative chaos measures; in particular, Kahane’s powerful convexity inequality. Fi-
nally, we will apply these tools to the study of moments of GMC and in particular derive the
multifractal spectrum of GMC and discuss applications to the famous KPZ formula.

3.1 Setup for Gaussian multiplicative chaos

We consider a more general setup than before and in particular for the rest of this chapter
we do not assume we are working exclusively in two dimensions. Let D ⊂ Rd be a domain.
Consider a nonnegative definite kernel K(x, y) of the form

K(x, y) = log(|x− y|−1) + g(x, y) (3.1)

where g is continuous over D̄ × D̄. Set

M+ = {ρ a nonnegative measure in D such that:
∫∫
|K(x, y)|ρ(dx)ρ(dy) <∞},

and setM to be the set of signed measures of the form ρ = ρ+− ρ−, where ρ± ∈M+. Note
that M contains all smooth compactly supported functions in D. Let h be the centered
Gaussian generalised function with covariance K. That is, we view h as a stochastic process
indexed by M, characterised by the two properties that: (h, ρ) is linear in ρ ∈ M in the
sense that (h, αρ1 + βρ2) = α(h, ρ1) + β(h, ρ2) almost surely; and for any ρ ∈M,

(h, ρ) is a centered Gaussian random variable with variance
∫∫

K(x, y)ρ(dx)ρ(dy).

We will write
∫
h(x)ρ(dx) for the random variable (h, ρ) with an abuse of notation. Note

that this setup covers the case of a Gaussian free field in two dimensions with Dirichlet
boundary conditions. In fact, it also covers the case of the Gaussian free field with free
or Neumann boundary conditions, see Chapter 5, by changing γ into 2γ if necessary. We
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extend the definition of h outside of D by setting h|Dc = 0, so for any measure ρ such that
ρ|D ∈M, by definition (h, ρ) = (h, ρ|D).

Let σ be a Radon measure on D̄ of dimension at least d (where 0 ≤ d ≤ d), in the sense
that, ∫∫

D̄×D̄

1

|x− y|d−ε
σ(dx)σ(dy) <∞ (3.2)

for all ε > 0 (so for example, if σ is Lebesgue measure, then d = d). In particular σ is a finite
measure since D̄ is bounded. Note that d ≥ 0 and may be equal to 0, but the statement
of the theorem below will be empty in that case. In particular, we will only care about the
case d > 0, which prevents σ from having any atoms. Throughout this chapter, when d > 0
we will fix a number 0 < d < d, such that∫∫

D̄×D̄

1

|x− y|d
σ(dx)σ(dy) <∞. (3.3)

Remark 3.1. Many results of this chapter (e.g., Theorem 3.2, Theorem 3.26) are stated
under an assumption of a strict inequality involving d; since d can be chosen arbitrarily close
to d the same results could be stated by replacing d by d.

Let θ be a fixed nonnegative Radon measure on Rd supported in the unit ball B(0, 1),
such that θ(Rd) = 1 and ∫

| log(1/|x− y|)|θ(dy) ≤ C <∞ (3.4)

where C does not depend on x ∈ B(0, 5). It is easy to check that the condition (3.4) is
satisfied whenever θ has an Lp Lebesgue density supported in B(0, 1) for some p > 1, but
also in many other cases, for example, when θ is uniform distribution on the unit circle.

For ε > 0, set θε(·) to be the image of the measure θ under the mapping x 7→ εx, i.e.
θε(A) = θ(A/ε) for all Borel sets A. We view this as an approximation of the identity based
on θ (and will sometimes write θε(x)dx for the measure θε(dx) with an abuse of notation).
We also write θx,ε(·) for the measure θε translated by x. For x ∈ D, note that by (3.4), the
translated measure θx,ε ∈ M, so we can define an ε-regularisation of the field h by setting
for ε small,

hε(x) = h ∗ θε(x) =

∫
h(y)θε(x− y)dy =

∫
h(y)θx,ε(dy), x ∈ D. (3.5)

One can check that Var(hε(x) − hε(x′)) → 0 as |x − x′| → 0 for a fixed ε, so there exists
a version of the stochastic process h such that hε(x) is almost surely a Borel measurable
function of x ∈ S (see e.g. Proposition 2.1.12 in [GN16]). Hence for any Borel set S ⊂ D
and γ ≥ 0 we may define

µε(S) = Iε =

∫
S

eγhε(z)−
γ2

2
E(hε(z)2)σ(dz).

In the previous chapter where h was the 2d Gaussian free field, our choice for σ was σ(dz) =
R(z,D)γ

2/2dz, and our choice for the measure θ was the uniform distribution on the unit
circle (so hε(z) was the usual circle average process of h).

51



3.2 Construction of Gaussian multiplicative chaos

With these definitions we can state the result that guarantee the existence of Gaussian
multiplicative chaos. For simplicity we assume D bounded, and let S ⊂ D be a Borel subset
(which may be equal to D itself).

Theorem 3.2. Let 0 ≤ γ <
√

2d (equivalently, 0 ≤ γ <
√

2d). Then µε(S) converges in
probability and in L1(P) to a limit µ(S). The random variable µ(S) does not depend on
the choice of the regularising kernel θ subject to the above assumptions. Furthermore, the
collection (µ(S))S⊂D defines a Borel measure µ on D, and µε converges in probability towards
µ for the topology of weak convergence of measures on D.

Let us assume without loss of generality that d > 0, so that σ has no atoms.

As before, the main idea will be to pick α > γ and consider the normalised measure
eγhε(x)dx, but restricted to good points ; that is, points that are not too thick. We will check
that the L1 contribution of bad points is negligible (essentially by the above Cameron–
Martin–Girsanov observation), while the remaining part is shown to remain bounded and in
fact convergent in L2(P). The key will be to take a good and slightly more subtle definition
of the notion of good points, that makes the relevant L2 computation very simple.

In [Ber17], uniqueness of the limit was obtained by comparing to a different approxi-
mation of the field, arising from the Karhunen–Loeve expansion of h. This gives another
approximation of the measure which turns out to be a martingale, and hence also has a
limit. [Ber17] then showed that the two measures must agree, thereby deducing uniqueness.
Here we present a slightly simpler argument based on a remark made Hubert Lacoin (private
communication).

3.2.1 Uniform integrability

The goal of this section will be to prove:

Proposition 3.3. Iε is uniformly integrable.

Proof. Let α > 0 be fixed (it will be chosen > γ and very close to γ soon). We will use the
following notation in the rest of the article: for r > 0 we define

r̄ = edlog re = inf{ek : k ∈ Z, ek > r} (3.6)

to be the closest upper e-adic approximation of r. We define a good event

Gα
ε (x) = {hr̄(x) ≤ α log(1/r̄) for all r ∈ [ε, ε0]} (3.7)

with ε0 ≤ 1 for instance. This is the good event that the point x is never too thick up to
scale ε. Further let h̄ε(x) = γhε(x)− (γ2/2)E(hε(x)2) to ease notations.

Lemma 3.4 (Ordinary points are not thick). For any α > 0, we have that uniformly over
x ∈ S, P(Gα

ε (x)) ≥ 1− p(ε0) where the function p may depend on α and for a fixed α > γ,
p(ε0)→ 0 as ε0 → 0.
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Proof. Set Xt = hε(x) for ε = e−t. Then a direct computation from (3.1) (see below in
Lemma 3.6, and more precisely (3.10)), implies that

|Cov(Xs, Xt)− s ∧ t| ≤ O(1), (3.8)

where the implicit constant is uniform. In particular Var(Xt) = t+O(1).
Note that for each k ≥ 1, P(Xk ≥ αk/2) ≤ e−α

2k2/(8 Var(Xk)) which decays exponentially
in k by the above, and so is smaller than Ce−λk for some λ > 0. Hence

P(∃k ≥ k0 : |Xk| ≥ αk) ≤
∑
k≥k0

Ce−λk

We call p(ε0) to be the right hand side of the above for k0 = d− log(ε0)e which can be made
arbitrarily small by picking ε0 small enough. This proves the lemma.

Lemma 3.5 (Liouville points are no more than γ-thick). For α > γ we have

E(eh̄ε(x)1Gαε (x)) ≥ 1− p(ε0).

Proof. Note that

E(eh̄ε(x)1{Gαε (x)}) = P̃(Gα
ε (x)), where

dP̃
dP

= eh̄ε(x).

By the Cameron–Martin–Girsanov lemma, under P̃, the process (Xs)− log ε0≤s≤t has the same
covariance structure as under P and its mean is now γ Cov(Xs, Xt) = γs + O(1) for s ≤ t.
Hence

P̃(Gα
ε (x)) ≥ P(Gα−γ

ε (x)) ≥ 1− p(ε0)

by Lemma 3.4 since α > γ.

We therefore see that points which are more than γ-thick do not contribute significantly
to Iε in expectation and can therefore be safely removed. We therefore fix α > γ and
introduce:

Jε =

∫
S

eh̄ε(z)1{Gε(z)}σ(dz) (3.9)

with Gε(x) = Gα
ε (x). We will show that Jε is uniformly integrable from which the result

follows.
Before we embark on the main argument of the proof, we record here for ease of reference

an elementary estimate on the covariance structure of hε(x). Roughly speaking, the role
of the first estimate (3.10) is to bound from above (up to an unimportant constant of the
form eO(1)) the contribution to E(J2

ε ) coming from points x, y that are close to each other.
That will suffice to prove uniform integrability. The role of the finer estimate (3.11) is to
get a more precise estimate to the contribution to E(J2

ε ) coming from points x, y which are
macroscopically far away, which we will be able to assume thanks to (3.10). This time the
error in the covariance up to an additive term o(1) will translate into an error up to a factor
eo(1) = 1 + o(1) in the estimation of this contribution. In turn this will imply convergence.
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Lemma 3.6. We have the following estimate:

Cov(hε(x), hr(y)) = log 1/(|x− y| ∨ r ∨ ε) +O(1). (3.10)

Moreover, if η > 0 and |x− y| ≥ η, then

Cov(hε(x), hδ(y)) = log(1/|x− y|) + g(x, y) + o(1) (3.11)

where o(1) tends to 0 as δ, ε→ 0, uniformly in |x− y| ≥ η.

Proof. We start with the proof of (3.10). Assume without loss of generality that ε ≤ r. Note
that

Cov(hε(x), hr(y)) =

∫∫
K(z, w)θx,ε(dw)θy,r(dz)

=

∫∫
− log(|w − z|)θx,ε(dw)θy,r(dz) +O(1) (3.12)

We consider the following cases: (a) r ≤ |x− y|/3, and (b) r ≥ |x− y|/3.
In case (a), |x−y| ≤ ε+ |w− z|+ r ≤ 2r+ |w− z| ≤ (2/3)|x−y|+ |w− z| by the triangle

inequality, so |w − z| ≥ (1/3)|x− y| and we get

Cov(hε(x), hr(y)) ≤ − log |x− y|+O(1)

as desired in this case.
The second case (b) is when r ≥ |x − y|/3. Then by translation and scaling so that

B(y, r) becomes B(0, 1), the right hand side of (3.12) is equal to

log(1/r) +

∫∫
− log |w − z|θx−y

r
, ε
r
(dw)θ(dz)

Conditioning on w (which is necessarily in B̄(0, 4) under the assumptions of case (b)), we
see that by the assumption (3.4) on θ, the second term is bounded by O(1), uniformly, so
that

Cov(hε(x), hr(y)) ≤ − log r +O(1)

as desired in this case. This proves (3.10).
The proof of (3.11) is similar but simpler. Indeed, we get (as in (3.12)),

Cov(hε(x), hδ(y)) =

∫∫
− log |w − z|θx,ε(dw)θy,δ(dz) + g(x, y) + o(1) (3.13)

where the o(1) term tends to 0 as ε, δ → 0, coming from the continuity of g, and hence is
uniform in x, y (not even assuming |x− y| ≥ η). Now note that∣∣ log |w − z| − log |x− y|

∣∣ ≤ 4 max(ε, δ)

|x− y|

as soon as max(ε, δ) ≤ η/4 ≤ |x− y|/4. Therefore the right hand side of (3.13) is − log |x−
y|+ g(x, y) +O(max(ε, δ)) + o(1) when |x− y| ≥ η, which proves the claim (3.11).
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Lemma 3.7. For α > γ sufficiently close to γ, Jε is bounded in L2(P) and hence uniformly
integrable.

Proof. By Fubini’s theorem,

E(J2
ε ) =

∫
S×S

E(eh̄ε(x)+h̄ε(y)1{Gε(x)∩Gε(y)})σ(dx)σ(dy)

=

∫
S×S

eγ
2 Cov(hε(x),hε(y))P̃(Gε(x) ∩Gε(y))σ(dx)σ(dy)

where P̃ is a new probability measure obtained by the Radon-Nikodym derivative

dP̃
dP

=
eh̄ε(x)+h̄ε(y)

E(eh̄ε(x)+h̄ε(y))
.

Note that since σ has no atoms, we may assume that x 6= y. By Lemma 3.6 (more precisely
by (3.10))

Cov(hε(x), hε(y)) = − log(|x− y| ∨ ε) + g(x, y) +O(1). (3.14)

Also, if and ε ≤ e−1ε0 and |x− y| ≤ e−1ε0 (else we bound the probability below by one), we
have

P̃(Gε(x) ∩Gε(y)) ≤ P̃(hr(x) ≤ α log 1/r)

where
r = ε ∨ |x− y| (3.15)

(recall our notation for r̄ = inf{ek : k ∈ Z, ek > r}, see (3.6).) Furthermore, by Cameron–
Martin–Girsanov, under P̃ we have that hr(x) has the same variance as before (therefore
log 1/r +O(1)) and a mean given by

CovP(hr(x), γhε(x) + γhε(y)) = 2γ log 1/r +O(1), (3.16)

again by Lemma 3.6 (more precisely, by (3.10)). Consequently,

P̃(hr(x) ≤ α log 1/r) = P(N (2γ log(1/r), log 1/r) ≤ α log(1/r) +O(1))

≤ exp(−1

2
(2γ − α)2(log(1/r) +O(1))) = O(1)r(2γ−α)2/2. (3.17)

We deduce

E(J2
ε ) ≤ O(1)

∫
S×S
|(x− y) ∨ ε|(2γ−α)2/2−γ2σ(dx)σ(dy). (3.18)

(We will get a better approximation in the next section). Clearly by (3.2) this is bounded if

(2γ − α)2/2− γ2 > −d

and since α can be chosen arbitrarily close to γ this is possible if

d− γ2/2 > 0 or γ <
√

2d. (3.19)

This proves the lemma.
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To finish the proof of Proposition 3.3, observe that Iε = Jε + J ′ε. We have E(J ′ε) ≤ p(ε0)
by Lemma 3.5, and for a fixed ε0, Jε is bounded in L2 (uniformly in ε). Hence Iε is uniformly
integrable.

3.2.2 Convergence

As before, since E(J ′ε) can be made arbitrarily small by choosing ε0 sufficiently small, it
suffices to show that Jε converges in probability and in L1. In fact we will show that it
converges in L2, from which convergence will follow. To do this we will show that (Jε)ε
forms a Cauchy sequence in L2, and we start by writing

E((Jε − Jδ)2) = E(J2
ε ) + E(J2

δ )− 2E(JεJδ). (3.20)

Our basic approach is thus to estimate better than before E(J2
ε ) from above and E(JεJδ) from

below. Essentially, the idea is that for x, y which are at a small but macroscopic distance,
we can identify the limiting distribution of (hr(x), hr(y))r≤ε0 under the distribution P biased
by eh̄ε(x)+h̄δ(y). On the other hand when x, y are closer than that we know from the previous
section that the contribution is essentially negligible.

Lemma 3.8. We have

lim sup
ε→0

E(J2
ε ) ≤

∫
S×S

eγ
2g(x,y) 1

|x− y|γ2
gα(x, y)σ(dx)σ(dy)

where gα(x, y) is a non-negative function depending on α, ε0 and γ such that the above integral
is finite.

Proof. Recall that from (3.14) we already know

E(J2
ε ) =

∫
S2

eγ
2 Cov(hε(x),hε(y))P̃(Gε(x) ∩Gε(y))σ(dx)σ(dy).

We simply have to estimate better P̃(Gε(x) ∩ Gε(y)). We fix η > 0 arbitrarily small (in
particular, η may and will be smaller than e−1ε0). If |x−y| ≤ η we use the same bound as in
(3.18). The contribution coming from the part |x− y| ≤ η can thus be bounded, uniformly
in ε, by f(η) (where f(η) → 0 as η → 0 and the precise order of magnitude of f(η) is
determined by (3.2), and is at most polynomial in η). We thus focus on the contribution
coming from |x− y| ≥ η.

Then observe that for any fixed ε1 ≤ ε0, as ε→ 0, and uniformly over x ∈ S and r ≥ ε1,

Cov(hr(x), hε(x))→
∫
D

K(x, z)θr(x− z)dz (3.21)

and likewise, uniformly over x, y ∈ S such that |x− y| ≥ η, and over r ≥ ε1, as ε→ 0:

Cov(hr(x), hε(y))→
∫
D

K(z, y)θr(x− z)dz (3.22)
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(Note that both right hand sides of (3.21) and (3.22) are finite by (3.10).) Consequently,
by Cameron–Martin–Girsanov, the joint law of the processes (hr(x), hr(y))r≤ε0 under P̃ con-
verges to a joint distribution (h̃r(x), h̃r(y))r≤ε0 whose covariance is unchanged and whose
mean is given by the sum of (3.21) and (3.22) times γ. This convergence is for the weak
convergence on compacts of r ∈ (0, ε0], and is uniformly in |x − y| ≥ η. Let G̃(x) be the
event that h̃r(x) ≤ α log(1/r) for all r ≤ ε0. Then it is not hard to deduce, uniformly in
|x− y| ≥ η,

P̃(Gε(x) ∩Gε(y))→ gα(x, y) := P(G̃(x) ∩ G̃(y)) (ε→ 0). (3.23)
Indeed, by (3.10), under P̃, the drifts of hr(x) and of hr(y) (with r ≥ ε) are each γ log(1/r)+
O(1) where the O(1) term is uniform in |x − y| ≥ η. Because of this, up to an error in
P̃ probability that is arbitrarily small (uniformly in |x − y| ≥ η), the events Gε(x), Gε(y)
as well as G̃(x), G̃(y) depend only on the “macroscopic" behaviour of hr(x) and hr(y); that
is, depend only on (hr(x), hr(y))r≥ε1 for some ε1. Consequently, as ε → 0, after applying
Lemma 3.6 (and more specifically (3.11)), we deduce (using (3.18) to justify the use of
dominated convergence):∫

S2;|x−y|≥η
eγ

2 Cov(hε(x),hε(y))P̃(Gε(x), Gε(y))σ(dx)σ(dy)→
∫
S2;|x−y|≥η

eγ
2g(x,y)

|x− y|γ2
gα(x, y)σ(dx)σ(dy).

(3.24)
Since we already know that the piece of the integral coming from |x− y| ≤ η contributes at
most f(η) → 0 when η → 0, it remains to check that the integral on the right hand side of
(3.24) remains finite as η → 0. But we have already seen in (3.17) that for |x − y| ≤ ε0/3,
P̃(Gε(x)∩Gε(y)) ≤ O(1)|x− y|(2γ−α)2/2−γ2 ; hence this inequality must also hold for gα(x, y).
Hence the result follows as in (3.19).
Lemma 3.9. We have

lim inf
ε,δ→0

E(JεJδ) ≥
∫
S×S

eγ
2g(x,y) 1

|x− y|γ2
gα(x, y)σ(dx)σ(dy).

Proof. In fact, the proof is almost exactly the same as in Lemma 3.8, except that P̃ is now
weighted by eh̄ε(x)+h̄δ(y) instead of eh̄ε(x)+h̄ε(y). But this changes nothing to the argument
leading up to (3.23) and hence (3.24) still holds. Since we get a lower bound by restricting
ourselves to |x− y| ≥ η, we deduce immediately that

lim inf
ε,δ→0

E(JεJδ) ≥
∫
S2;|x−y|≥η

eγ
2g(x,y) 1

|x− y|γ2
gα(x, y)σ(dx)σ(dy).

Since η is arbitrary, the result follows.

Proof of convergence in Theorem 3.2. Using (3.20) together with Lemmas 3.8 and 3.9, we
see that Jε is a Cauchy sequence in L2 for any ε0 > 0. Combining with Lemma 3.5, it
therefore follows that Iε is a Cauchy sequence in L1 and hence converges in L1 (and also in
probability) to a limit I = µ(S). The proof of weak convergence follows by the argument in
Section 2.3.
Remark 3.10. Note that limε→0 E(J2

ε ) depends on the regularisation θ, even though, as we
will see next, limε→0 Iε does not.
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Proof of uniqueness in Theorem 3.2. To prove uniqueness, we take θ̃ another Radon
measure on Rd satisfying (3.4). Let h̃δ(x) = h ∗ θ̃δ(x), and let J̃δ be defined as Jδ but with
θ̃ instead of θ: that is,

J̃δ =

∫
S

eγh̃δ(z)−(γ2/2)E(h̃δ(z)
2)1{G̃δ(z)}σ(dz)

where the good event G̃δ(z) is as in (3.7), with θ̃ in place of θ. Then the argument of
Lemma 3.9 can be used to show that the same conclusion holds for Jδ replace by J̃δ: that is,

lim inf
ε,δ→0

E(JεJ̃δ) ≥
∫
S×S

eγ
2g(x,y) 1

|x− y|γ2
gα(x, y)σ(dx)σ(dy).

Hence we deduce limε→0,δ→0 E((Jε − J̃δ)
2) = 0 and this implies that the limits associated

with θ and θ̃ are a.s. the same.

3.3 Shamov’s approach to Gaussian multiplicative chaos

An alternative and powerful viewpoint on Gaussian multiplicative chaos was also developed
in Shamov [Sha16]. It is closely related to the generalisation of “rooted measures” for the
GFF: see Section 2.4. In what follows h will be a centred Gaussian field with logarithmically
diverging covariance kernel K as in (3.1) (although the original paper [Sha16] works in a
more general setting).

Before stating the result, let us make an observation about changes of measure for the field
h. If ρ ∈ M we write Tρ(x) =

∫
D
K(x, y) ρ(dy). Then by Girsanov’s theorem, Lemma 2.5,

it follows that the field h + Tρ is absolutely continuous with respect to h, with associated
Radon–Nikodym derivative

exp((h, ρ))

exp(1
2
(ρ, Tρ))

. (3.25)

Note the connection with Section 1.8 in the case of the zero boundary GFF: when ρ ∈ M0

(M0 corresponding to the zero boundary condition Green function) then (h, ρ) = (h, F )∇,
where F is defined by −∆F = 2πρ and is an element of H1

0 (D). By (1.9) this is exactly the
statement that F = Tρ, and the above expression is equal to exp((h, F )∇)/ exp(1

2
(F, F )∇)

as in Proposition 1.29. See [Aru17] for more on Shamov’s approach when the field is the
planar GFF.

Definition 3.11 (Shamov’s definition of GMC). Let h be as above and σ as in (3.2). Let
γ ∈ (0, 2). A measure µγ is a γ-multiplicative chaos measure for h, with background measure
σ if:

• µγ is measurable with respect to h as a stochastic process indexed byM (note that this
allows us to write µγ(dx) = µγ(h, dx));

• E(µγ(S)) = σ(S) for all Borel sets S ⊂ D;
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• For every fixed, deterministic Borel measurable function ξ such that ξ(x) = Tρ(x)
σ-a.e. with ρ ∈M,

µγ(h+ ξ, dx) = exp(γξ(x))µγ(h, dx) almost surely. (3.26)

Note that although ξ is only defined almost everywhere with respect to σ (for example
when the field is a GFF with Dirichlet boundary conditions in D, then ξ will only be
an element of H1

0 (D)), the measure exp(γξ(x))µγ(h, dx) still makes sense unambiguously.
Indeed, the assumption that E(µγ) = σ implies that if ξ̃ is such that ξ(x) = ξ̃(x) for σ-
almost every x, then by Fubini’s theorem

E(

∫
S

1{ξ(x)6=ξ̃(x)} exp(γξ(x))µγ(dx)) = 0.

It follows that
∫
A

1{ξ(x) 6=ξ̃(x)} exp(γξ(x))µγ(dx) = 0 a.s. simultaneously for all Borel sets
A ⊂ S. This implies that on an event of probability one,∫

A

exp(γξ̃(x))µγ(dx) =

∫
A

exp(γξ(x))µγ(h, dx)

for all A ⊂ S. Hence the measures µγ(h + ξ, dx) and µγ(h + ξ̃) agree with probability one,
and so are unambiguously defined.

Theorem 3.12 (Shamov, [Sha16]). Assume the setup of Definition 3.11. Then a γ-multiplicative
chaos measure for h with background measure σ exists. Moreover, it is unique.

We note that the uniqueness part of Theorem 3.12 may be particularly useful if one wants
to identify some limit as being a GMC measure, since the conditions are in many contexts
relatively easy to check. Actually, these conditions can be slightly weakened so as to restrict
ξ to an appropriately dense subspace; for instance, in the case where h is the GFF with
Dirichlet boundary conditions, it suffices to know (3.26) for smooth functions with compact
support, see Remark 3.14.

Remark 3.13. As we will see in the proof below, the condition (3.26) ensures that the effect
of weighting the law of the field by µγ(D) is to add the singularity γK(x, ·) to the field at a
point x chosen from µγ. So essentially, Shamov’s approach characterises the GMC measure
as a certain Radon–Nikodym derivative for the field.

Given Theorem 3.2 the existence part of this theorem is clear. Indeed we can check that
the GMC measure constructed in Theorem 3.2 does satisfy the stated conditions, since the
limit holds in probability and in L1. (In particular, given the uniqueness of Theorem 3.12,
it follows that the measures of Theorem 3.12 and Theorem 3.2 are the same). It remains to
prove the uniqueness.
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Proof of uniqueness. Suppose that a measure µγ satisfying the constraints of Definition 3.11
exists. We will consider the probability measure

Q(dh, dx) =
P(dh)µγ(h, dx)

E(µγ(D))
(3.27)

and show that under Q, the marginal law of x has density proportional to σ(dx), and that
given x, the conditional law of the field (viewed as a stochastic process indexed by M) is
that of h plus the deterministic function γK(x, ·). Observe that this completely characterises
the the law Q and thus, by disintegration, the conditional law of x given h under Q. On the
other hand, the definition of Q means that this conditional law is exactly µγ(h, dx) and so
we have identified µγ uniquely (note that this doesn’t identify only the law of µγ but really
the joint law of h and µγ).

To show the claim concerning Q, it is enough to prove that the Q marginal law of x is
equal to σ(dx)/σ(D), and that for any ρ1, · · · , ρm ∈M and a1, . . . , am ∈ R the Q conditional
law of (a1(h, ρ1)+ . . .+am(h, ρm)) given x is a normal random variable with the correct mean
and covariance. In other words (using linearity of h on the spaceM) it suffices to show that
for any g ∈ L1(σ) on D, and ρ ∈M

EQ(e(h,ρ)g(x)) = E(

∫
D

e(h+γK(x,·),ρ)g(x)
σ(dx)

σ(D)
). (3.28)

Note that by Fubini’s theorem, the right-hand side of the above is equal to

σ(D)−1

∫
D

e
1
2

Var((h,ρ))+γ
∫
K(x,y)ρ(dy)g(x)σ(dx) = σ(D)−1

∫
D

e
1
2

(Tρ,ρ)+γTρ(x)g(x)σ(dx)

(recalling the notation Tρ when ρ ∈ M). Furthermore, the left-hand side of (3.28) (using
the assumption that E(µγ(D)) = σ(D) and the definition of Q) is equal to

σ(D)−1E(

∫
D

e(h,ρ)g(x)µγ(h, dx)).

However, using the observation (3.25) and (3.26), we have

E(

∫
D

e(h,ρ)g(x)µγ(h, dx)) = E(

∫
D

e
1
2

(Tρ,ρ)g(x)µγ(h+ Tρ, dx))

= E(

∫
D

e
1
2

(Tρ,ρ)eγTρ(x)g(x)µγ(h, dx))

=

∫
D

e
1
2

(Tρ,ρ)+γTρ(x)g(x)σ(dx), (3.29)

where in the last line we again used the assumption that E(µγ(h, dx)) = σ(dx). Dividing by
σ(D) this is the same as the right hand side of (3.28), so we get the desired result.
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Remark 3.14. Note that in the case where the field is a GFF in some domain D, the
assumption (3.26) can be weakened and only assumed to hold for smooth functions ξ ∈
D0(D) with compact support. Indeed, by Lemma 1.21, we know that any ρ ∈ M0 can be
approximated by such functions, with respect to H−1

0 norm f 7→ (f, Tf). This implies that
if ρ ∈ M we can find a sequence ρn ∈ D0(D) such that (h, ρn) converges in probability for
P to (h, ρ). Since Q is absolutely continuous with respect to P, this also holds under Q.
From the proof of Theorem 3.12, we see that we have characterised the law of (h, ρ)ρ∈D0(D)

under Q. Using the above density argument we have therefore also characterised the law
of (h, ρ)ρ∈M under Q, which proves the claim. The same argument should work for more
general fields but would require first proving an analogue of Lemma 1.21.

3.4 Kahane’s convexity inequality

We now present a fundamental tool in the study of Gaussian multiplicative chaos, which
is Kahane’s convexity inequality. Essentially, this is an inequality that will allow us to
“compare" the GMC measures associated with two slightly different fields. Such comparison
arguments are very useful in order to do scaling arguments and so compute moments and
multifractal spectra, which is our next goal. This inequality was actually crucial to Kahane’s
construction of Gaussian multiplicative chaos [Kah85], although modern approaches such as
the one presented just above (coming from [Ber17]) do not rely on this.

More precisely, the content of Kahane’s inequality is to say that given a convex function
f , and two centred Gaussian fields X = (Xs)s∈T and Y = (Ys)s∈T with covariances ΣX and
ΣY such that ΣX(s, t) ≤ ΣY (s, t) pointwise, we have

E(f(µX(D)) ≤ E(f(µY (D)))

for µX , µY the Liouville measures associated with X and Y . The precise statement of the
inequality comes in different flavours depending on what one is willing to assume about f
and the fields. A statement first appeared in [Kah86], which had an elegant proof but relied
on the extra assumption that f is increasing. As we will see this assumption is crucially
violated for us (for example, in the proof of Theorem 3.23 we will use f(x) = −xq with
q < 1, so f is convex but decreasing). The assumption of increasing f is removed in [Kah85],
whose proof we will follow roughly here.

Theorem 3.15 (Kahane’s convexity inequality). Suppose that D ⊂ Rd is bounded and that
(X(x))x∈D, (Y (x))x∈D are a.s. continuous centred Gaussian fields with

KX(x, y) := E(X(x)X(y)) ≤ E(Y (x)Y (y)) =: KY (x, y) for all x, y ∈ D.

Assume that f : (0,∞)→ R is convex with at most polynomial growth at 0 and ∞, and σ is
a Radon measure as in (3.2). Then

E
(
f

(∫
D

eX(x)− 1
2
E(X(x)2)σ(dx)

))
≤ E

(
f

(∫
D

eY (x)− 1
2
E(Y (x)2)σ(dx)

))
.
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Proof. The proof is closely related to a Gaussian Integration by Parts formula (see e.g.
[Zei15]). Define, for t ∈ [0, 1]:

Zt =
√

1− tX +
√
tY.

Thus Z0 = X and Z1 = Y . Since the fields X and Y are assumed to be continuous, the
maxima and minima of X and Y on D have sub-Gaussian tails by Borell’s inequality (see
for example [Zei15, Theorem 2]). This means that if f is as in the statement of theorem, we
have

h(t) := E
(
f(

∫
D

Qt(x)σ(dx))

)
:= E

(
f

(∫
D

eZt(x)− 1
2
E((Zt(x))2) σ(dx)

))
<∞ for all t ∈ [0, 1].

In fact, since f is convex, it is differentiable at all but countably many points. This means
we can actually differentiate the above expression and obtain that

dh

dt
=

1

2
E
(
f ′
(∫

D

Qt(x)σ(dx)

)∫
D

σ(dy)

(
−X(y)√

1− t
+
Y (y)√
t

+KX(y, y)−KY (y, y)

)
Qt(y)

)
.

Here we have “differentiated under the integral sign” twice (once for the derivative of
∫
D
Qt(x)σ(dx)

and once for the expectation) which is permitted since
∫
D
Qt(x)σ(dx) has sub-Gaussian tails

and f has at most polynomial growth at 0 and ∞ (since f ′ is increasing this means that f ′
also has at most polynomial growth at 0 and ∞).

Consequently, by Fubini’s theorem, it suffices to show that for any fixed y :

E
((
−X(y)√

1− t
+
Y (y)√
t

+KX(y, y)−KY (y, y)

)
Qt(y) f ′

(∫
D

Qt(x)σ(dx)

))
≥ 0. (3.30)

Indeed, this then implies that h is increasing and so h(0) = E(f(
∫
D

eX(x)−(1/2)E(X(x)2)σ(dx)))

is less than or equal to h(1) = E(f(
∫
D

eY (x)−(1/2)E(Y (x)2)σ(dx))), as desired.
To show (3.30), we fix y and write

Ut(y) :=
−X(y)√

1− t
+
Y (y)√
t
,

so that Ut(y) is the time derivative of the interpolation Zt(y). Note that E(Ut(y)Zt(x)) =
KY (x, y)−KX(x, y) ≥ 0 for all x. This means that we can decompose

Zt(x) = At(x)Ut(y) + Vt(x)

for each x ∈ D, where At(x) = (KY (x, y) −KX(x, y))/E(Ut(y)2) ≥ 0 and Vt(x) is centred,
Gaussian and independent of Ut(y). This corresponds to writing the conditional law of Zt(x)
given Ut(y). Let us rewrite the expectation in (3.30) in terms of Ut(y) and Vt(y). To start
with, we decompose

Qt(x) = eAt(x)Ut(y)− 1
2
At(x)2E(Ut(y)2)eVt(x)− 1

2
E(Vt(x)2) (3.31)
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for each x ∈ D. Thus applying (3.31) with x = y, the expectation in (3.30) can be rewritten
as

E
((
Ut(y)− At(y)E(Ut(y)2)

)
eAt(y)Ut(y)− 1

2
At(y)2E(Ut(y)2)eVt(y)− 1

2
E(Vt(y)2)f ′

(∫
D

Qt(x)σ(dx)

))
.

Now, in order to write this an expectation involving the single Gaussian random variable
Ut(y), we consider the conditional expectation (now expanding Qt(x) as in (3.31) for clarity):

E
(

eVt(y)− 1
2
E(Vt(y)2)f ′

(∫
D

eAt(x)Ut(y)− 1
2
At(x)2E(Ut(y)2)eVt(x)− 1

2
E(Vt(x)2)σ(dx)

) ∣∣∣∣ Ut(y)

)
.

Since Ut(y) is independent of Vt(x) for each x ∈ D (and thus, by Gaussianity, of (Vt(x), x ∈
D)), and since At(x) ≥ 0 and f ′ is increasing, we see that the above conditional expectation
is an a.s. increasing function of Ut(y). Hence (3.30) can be written as

E
(
g(Ut(y))

(
Ut(y)− At(y)E(Ut(y)2)

)
eAt(y)Ut(y)− 1

2
At(y)2E(Ut(y)2)

)
,

where g is an increasing function. Approximating g by a positive linear combination of step
functions and writing a = At(y), σ2 = E(Ut(y)2) it therefore suffices to prove that∫ ∞

x

e−z
2/2σ2

(z − aσ2)eaz−
a2σ2

2 dz ≥ 0

for any x ∈ R.
If x ≥ aσ2 then the above clearly holds by positivity of the integrand. On the other

hand, if x ≤ aσ2 then the integral is greater than∫ ∞
−∞

e−z
2/2σ2

(z − aσ2)eaz−
a2σ2

2 dz =
d

da

∫ ∞
−∞

e−z
2/2σ2

eaz−
a2σ2

2 =
d

da
(1) = 0.

This concludes the proof.

3.5 Scale-invariant fields

When we apply Kahane’s convexity inequality we will want to compare our Gaussian field
with an auxiliary Gaussian field enjoying an exact scaling relation. In this section we ex-
plain a modification, due to Rhodes and Vargas ([RV10a]) of a construction due to Bacry
and Muzy ([BM03]), that will give us the desired scale-invariant field. (In the case of the
two-dimensional GFF the Markov property gives a close analogue but would lead to extra
technicalities.)

3.5.1 One-dimensional cone construction

We first explain the construction we will use in one dimension where things are easier. Fix
0 < ε < R and for x ∈ R, consider the truncated cone Cε,R(x) in R2 given by

C(x) = CR(x) = {z = (y, t) ∈ Rd × [0,∞) : |y − x| ≤ (t ∧R)/2}. (3.32)

63



y ∈ R

t ≥ 0

x

C(x)

x′

C(x′)

ε

R

R

Figure 2: The truncated cones in the construction of the scale-invariant auxiliary field. The
covariance of the field at (x, x′) is obtained by integrating dydt/t2 in the shaded area.

where |y − x| denotes Euclidean norm in R. Define a kernel

cε,R(x, x′) =

∫
y∈R

∫
t∈[ε,∞)

1{(y,t)∈C(x)∩C(x′)}
dydt

t2
.

Note that since has been truncated at ε, the integral is finite. We claim that cε,R is non-
negative definite and so can be used to defined a Gaussian field Xε,R on R whose covariance
is given by cε,R. Indeed, for any n ≥ 1, for any x1, . . . , xn ∈ Rd and λ1, . . . , λn ∈ R,

n∑
i,j=1

λiλjcε,R(xi, xj) =
n∑

i,j=1

λiλj

∫
R

∫ ∞
ε

1(y,t)∈C(xi)1(y,t)∈C(xj)
dydt

t2
(3.33)

=

∫
Rd

∫ ∞
ε

(
n∑
i=1

λi1(y,t)∈C(xi)

)2
dydt

t2
≥ 0. (3.34)

As the covariance kernel cε,R is a nice continuous function of x, x′ we can check (again using
e.g. Proposition 2.1.12 in [GN16]) that there exists a centred Gaussian field Xε,R whose
covariance is given by cε,R and which is a.s. Borel measurable as a function on R.

Remark 3.16. This computation showing that cε,R is non-negative definite works because
the covariance is defined to be of the form c(x, x′) =

∫
S
fx(z)fx′(z)ν(dz), for some fixed

function fx of z associated to each x ∈ R, where the integral can be on some arbitrary
space S with measure ν. Here the space S is R × (0,∞), ν(dz) = 1{t≥ε}dydt/t

2, and
fx(z) = 1z∈Cε,R(x). We will use other choices when considering the higher dimensional case.

The key property of Xε,R (and the reason for introducing it) is that its covariance can
be computed exactly. This not only shows that the field is logarithmically correlated, but
enjoys an exact scaling relation, as follows.
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Lemma 3.17. Define the function

gε,R(x) =

{
log+(R/|x|) : |x| ≥ ε

log(R/ε) + 1− (|x|/ε) : |x| ≤ ε,
(3.35)

where log+(x) = log(x) ∨ 0. Then for all x, y ∈ R,

cε,R(x, x′) = gε,R(x− x′). (3.36)

In particular, cε,R(x, x′) = log(R/|x− x′|) + O(1), where the O(1) term does not depend on
x, x′, ε or R (and is in fact bounded between 0 and 1).

Proof. By translation invariance and symmetry we can assume that x′ = 0 and x > 0. If
x ≥ R there is nothing to prove, so assume first that ε ≤ x ≤ R. Then the two cones first
intersect at height x ≥ ε. Moreover the width of the intersection of these cones at height
t ≥ x is (t− x) ∧ (R− x), so

cε,R(0, x) =

∫ R

x

(t− x)
dt

t2
+

∫ ∞
R

(R− x)
dt

t2

= log(R/x)− x(
1

x
+

1

R
) +

(R− x)

R
= log(R/x)

as desired. When x ≤ ε, the computation is almost the same, but the lower bound of
integration for the first integral is ε instead of x, which gives the desired result.

We now explain why this implies a scaling property. We fix the value R of truncation
and write Xε for Xε,R (often we will choose R = 1 and write Yε for Xε,1).

Corollary 3.18. For λ < 1,

(Xλε(λx))x∈B(0,R/2) =d (Ωλ +Xε(x))x∈B(0,R/2),

where Ωλ is an independent centred Gaussian random variable with variance log(1/λ).

Proof. One directly checks that for all x, x′ ∈ R such that |x−x′| ≤ R (and so also |x−x′| ≤
R/λ automatically),

cλε,R(λx, λy) = cε,R(x, y) + log(1/λ)

and hence the result follows.

3.5.2 Higher dimensional construction

The one dimensional Bacry–Muzy construction presented above is beautiful and simple but
does not trivially generalise to more than one dimension. This is because if one considers
truncated cones in Rd+1 (instead of R2) and integrates with respect to the scale-invariant

65



measure dydt/td+1, the volume of the intersection of two truncated cones based at x and x′
does not lead to nice formulae which yield scale invariance in the sense of Corollary 3.18 (see
[Cha06] for an article where this model is nevertheless studied).

To overcome this problem we follow (in a slightly simplified setting) a very nice con-
struction proposed by Rhodes and Vargas [RV10a] in which the exact one-dimensional com-
putation of Bacry and Muzy can be exploited to give a field in any number of dimensions
satisfying both logarithmic correlations and exact scaling relations. The basic idea is to
define the cones on Rd based at x and x′ ∈ Rd by first applying a random rotation in or-
der to preserve isotropy, and then applying the one-dimensional construction to the first
coordinates of x and x′.

To be more precise, let d ≥ 1 and consider R the unitary group of Rd: that is, d-
dimensional matrices M such that MM t = I. (In two dimensions, R is nothing but the set
of rotations). Let σ denote Haar measure on R normalised to be a probability distribution.
(Thus in two dimensions σ can be identified with the uniform distribution on the unit circle).
If ρ ∈ G and x ∈ Rd let ρx denote the vector of Rd obtained by applying the isometry ρ to
x, and let (ρx)1 denote its first coordinate. Define the cone-like set CR(x) as follows:

CR(x) := {(ρ, t, y) ∈ R× R× (0,∞) : (t, y) ∈ CR((ρx)1)}.

where if z ∈ R, CR(z) is the truncated cone of (3.32). Thus for any given ρ, we first apply
ρ to x and consider the truncated cone (in two dimensions) based on the first coordinate of
ρx. As in the previous section we define a field through its covariance kernel

cε,R(x, x′) =

∫
R×R×(0,∞)

1{(ρ,t,y)∈CR(x)∩CR(x′)}1{t≥ε}dσ(ρ)⊗ dydt

t2
.

We note that this is non-negative definite for the same reasons as (3.33) (see especially
Remark 3.16). Hence, as before we can consider an a.s. Borel measurable function x ∈ Rd 7→
Xε,R(x) ∈ R which is a centred Gaussian field with cε,R as its covariance kernel. Moreover,
we have the following exact expression for the covariance. Recall the function gε,R from
Lemma 3.17:

gε,R(x) =

{
log+(R/|x|) : |x| ≥ ε

log(R/ε) + 1− (|x|/ε) : |x| ≤ ε.

We have

Lemma 3.19.
E(Xε,R(x)Xε,R(x′)) =

∫
ρ∈R

gε,R((ρx)1 − (ρx′)1)dσ.

Proof. This follows immediately from Fubini’s theorem and the fact that gε,R gives the
covariance in the one-dimensional construction by Lemma 3.17.

As a consequence, we directly obtain the desired scale-invariance. As before, we fix the
value R (corresponding to the large scale truncation), and write Xε for Xε,R. Again, typically
we will choose R = 1 in which case we write Yε for Xε,1.
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Corollary 3.20. For λ < 1,

(Xλε(λx))x∈B(0,R/2) =d (Ωλ +Xε(x))x∈B(0,R/2),

where Ωλ is an independent centred Gaussian random variable with variance log(1/λ).

Proof. This follows directly from the already observed fact that if x, x′ ∈ Rd such that
|x− x′| ≤ R (and so also |x− x′| ≤ R/λ automatically),

gλε,R(λx− λy) = gε,R(x− y) + log(1/λ)

which, as explained before, immediately implies the lemma.

Remark 3.21. The covariance kernel takes a particularly nice form in a fixed neighbourhood
of a given point when ε→ 0. Indeed, note that if x ∈ B(0, R) and |(ρx)1| ≥ ε, then writing
x = ‖x‖ex where ex is the unit vector in the direction of x, we have (letting e1 denote the
unit vector in the first coordinate),

gε,R((ρx)1) = log(R/〈ρx, e1〉) = log(R/‖x‖) + log(R/〈ρex, e1〉).

When we integrate against dσ, we can take advantage of rotational symmetry to note that

C =

∫
ρ∈R

log(R/〈ρex, e1〉)dσ

does not in fact depend on x.
Therefore for any x ∈ B(0, R),

lim
ε→0

cε,R(x, 0) = log(R/‖x‖) + C.

It follows from this observation that in B(0, R) that the function x 7→ log(R/‖x‖) + C is
positive definite in B(0, R). We can get rid of the constant C by changing the value of R
and so we deduce that

x 7→ K(x) := log(R/‖x‖) is positive definite in a small neighbourhood of 0,

a fact which appears to have been first proved for all dimensions in [RV10a].

Remark 3.22. By contrast, note that x 7→ K̃(x) = log+(R/‖x‖) is positive definite in the
whole space if and only if d ≤ 3: see Section 5.2 of [RV10b] for a nice proof based on Fourier
transform.

When d = 1 or d = 2 one can also show that K̃(x) is not only positive definite but
of σ-positive type in the sense of Kahane: that is, it is a sum K̃(x) =

∑∞
n=1 Kn(x) where

the summands Kn are not only positive definite functions, but also pointwise non-negative
(Kn(x) ≥ 0). When d = 3 it is an open question to determine whether K̃(x) is σ-positive.
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3.6 Multifractal spectrum

We now explain how Kahane’s convexity inequality can be used to obtain various estimates
on the moments of the mass of small balls, and in turn to the multifractal spectrum of
Gaussian multiplicative chaos. We take h, θ as in Section 3.1, and we assume that d = d
and the reference measure σ is Lebesgue measure for simplicity.

Theorem 3.23 (Scaling relation for Gaussian multiplicative chaos). Let γ ∈ (0,
√

2d). Let
B(r) be a ball of radius r that is at distance at least ε0 from the boundary of the domain D,
for some ε0. Then uniformly over r ∈ (0, ε0), and over all such balls, and for any q ∈ R
(including q < 0) such that µε(B(0, 1))q is uniformly integrable in ε,

E(µ(B(r))q) � r(d+γ2/2)q−γ2q2/2, (3.37)

where the implied constants depend only on q, ε0 and γ. The function

ξ(q) = q(d+ γ2/2)− γ2q2/2

is called the multifractal spectrum of Gaussian multiplicative chaos.

Remark 3.24. In the next section, we will see that the assumption on q is equivalent to

q <
2d

γ2
.

At this stage we already know it at least for 0 ≤ q < 1.

Remark 3.25. What is a multifractal spectrum? The above theorem characterises the
multifractal spectrum of Gaussian multiplicative chaos. To explain the terminology, it is
useful to consider the opposite case of a monofractal object. For instance, Brownian motion
is a monofractal because its behaviour is (to first order at least) described by a single fractal
exponent, α = 1/2. One way to say this is to observe that for all q

E(|Bt|q) � tq/2.

(A variety of exponents however can be obtained by considering logarithmic corrections,
see e.g. [MP10]). The monofractality of Brownian motion is thus expressed through the
fact that its moments have a power law behaviour where the exponent is linear in the
order of the moment q. By contrast, note that the function ξ in Theorem 3.23 is non-
linear, which is indicative of multifractal behaviour. That is, several fractal exponents (in
fact, a whole spectrum of exponents) are needed to characterise the first order behaviour
of Gaussian multiplicative chaos. Roughly speaking, the multifractal formalism developed
among others in [Fal14] is what allows the data of a non-linear function such as the right
hand side of (3.37) to be translated into a knowledge about the various fractal exponents
and their relative importance.
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Proof of Theorem 3.23. As hinted previously, the idea will be to compare hε to the scale-
invariant field Yε constructed in the previous section. Note that by Lemma 3.19, there exist
constants a, b > 0 such that

cε,R(x, y)− a ≤ E(hε(x)hε(y)) ≤ cε(x, y) + b (3.38)

As a result it will be possible to estimate the moments of µ(B(r)) up to constants by
computing those of µ̃(B(0, r)), where µ̃ is the chaos measure associated to Y . More precisely,
from (3.38) and Kahane’s convexity inequality (applied to the fields hε and Yε +N (0, a) in
one direction and to the fields Yε and hε +N (0, b) in the other direction, with the function
f taken to be the concave or convex function x 7→ xq), we get:

E((µε(S))q) � E((µ̃ε(S))q) (3.39)

for S ⊂ D, where the implicit constants depend only on a, b and q ∈ R, and not on S or ε,
and where

µ̃ε(z) = exp(γYε(z)− (γ2/2)E(Yε(z)2))dz.

It therefore suffices (also making use of the translation invariance of Y ) to study the moments
of µ̃ε(B(0, r)).

We now turn to the proof of (3.37). Note that E(Yε(x)2) = log(1/ε) + O(1). Fix ε > 0,
and λ = r < 1. Then

µ̃rε(B(0, r)) �
∫
B(0,r)

eγYrε(z)(rε)γ
2/2dz

� Crd+γ2/2

∫
B(0,1)

eγYrε(rw)εγ
2/2dw

by the change of variables z = rw. Hence by Corollary 3.20,

µ̃rε(B(0, r)) � rd+γ2/2eγΩr µ̃′ε(B(0, 1)) (3.40)

where µ̃′ is a copy of µ̃ and Ωr is an independent N (0, log(1/r)) random variable. Raising
to the power q, taking expectations and using eq. (3.39), we get:

E(µrε(B(r)q)) � E(µ̃rε(B(0, r)q))

= rq(d+γ2/2)E(eγqΩr)E(µ̃ε(B(0, 1))q)

� rξ(q)E(µε(B(0, 1)q)) (3.41)

where
ξ(q) = q(d+ γ2/2)− γ2q2/2

is the multifractal spectrum from the theorem statement. Suppose now that q is such that
µε(B(0, 1))q is uniformly integrable. Then

E(µ(B(r))q) � rξ(q),

as desired.
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3.7 Positive moments of Gaussian multiplicative chaos

We continue our study of GMC initiated above in Rd with the reference measure σ taken
to be te Lebesgue measure, for a logarithmically correlated field h satisfying the general
assumptions of Section 3.1. Let µ be the associated GMC measure. The goal of this section
will be to prove the following theorem on its moments. (See Section 3.8 for similar results
where σ is allowed to be more general than Lebesgue measure).

Theorem 3.26. Let S ⊂ D be bounded and open, and suppose that σ(dx) = dx is the
Lebesgue measure on Rd. Let γ ∈ (0, 2) and q > 0. Then E(µ(S)q) <∞ if

q <
2d

γ2
. (3.42)

In fact, the theorem shows that (µε(S))q is uniformly integrable in ε, so that Theorem 3.23
applies to this range of values of q.

Before starting the proof of this theorem, we note that from Theorem 3.26,

P(µ(S) > t) ≤ t−2d/γ2+o(1); t→∞. (3.43)

In fact, much more precise information is known about the tail at∞: a lower bound matching
this upper bound can be obtained so that it becomes an equality. In fact, the o(1) term in the
exponent can also be removed and a constant identified: in the case of the two-dimensional
GFF this was done by Rhodes and Vargas [RV19], and the universality of this behaviour
(including the calculation of the constant itself) was shown subsequently in a paper by
Mo-Dick Wong [Won19].

Proof. Note that we already know uniform integrability of µε(S) (Theorem 3.2) so we can
assume q > 1. For simplicity (and without loss of generality) we assume that S is the unit
cube in Rd. Let Sm denote themth level dyadic covering of the domain Rd by cubes Si, i ∈ Sm
of side-length 2−m. Given q < 2d/γ2, we define n = n(q) ≥ 2 such that n− 1 < q ≤ n. We
will show by induction on n that

Mε := E(µε(S)q)

is uniformly bounded.
Let us consider the case n = 2 first. We first subdivide the cubes of Sm into 2d disjoint

groups so that no two cubes within any given group touch (including at the boundary);
thus any two cubes within a given group are at distance at least 2−m from one another.
The reader should convince themselves that this is actually possible (it is a generalisation
of the usual checkboard pattern for Z2). Let S ′m denote one of these 2d groups of cubes of
side-length 2−m.

We will now take advantage of some convexity properties, using the fact that q/2 ≤ 1
(recall that n = 2 and n− 1 < q ≤ n by definition). We write, for given m,

( ∑
i∈S′m

µε(S ∩ Si)
)q

=

 ∑
i,j∈S′m

µε(Si)µε(Sj)

q/2
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≤
∑
i,j∈S′m

µε(Si)
q/2µε(Sj)

q/2, (3.44)

where we have used the elementary fact that (x + y)α ≤ xα + yα if x, y > 0 and α ∈ (0, 1).
(This is easily proven by writing (x+ y)α− xα =

∫ x+y

x
αtα−1dt ≤

∫ y
0
αtα−1 dt = yα, since the

integrand αtα−1 is decreasing in t).
We consider the on-diagonal and off-diagonal terms in (3.44) separately. We start with

the on-diagonal terms (the estimate in this case works for general q > 0 so is not restricted
to the case n = 2):

Lemma 3.27. Assume the set-up of Theorem 3.26. Then there exist a constant cq such that
for all sufficiently large m, and for all ε > 0,

E(
( ∑
i∈S′m

µε(Si)
q
)

) ≤ cq2
dm−ξ(q)mE(µε2m(S)q). (3.45)

Proof. By (3.41), applied with r = 2−m, we have for each i ∈ S ′m,

E(µε(Si)
q) ≤ cq2

−ξ(q)mE((µε2m(S))q).

Since there are at most 2dm terms in this sum, we deduce the lemma.

For the off-diagonal terms, we simply observe that in the case where the two indices are
distinct:

Lemma 3.28. Assume the set-up of Theorem 3.26. Then for any fixed m and q < 2, there
exists a constant Cm,q independent of ε such that

E
( ∑
i 6=j∈S′m

µε(Si)
q/2µε(Sj)

q/2
)
≤ Cm,q.

Proof. Note that by Jensen’s inequality (since q/2 ≤ 1),

E
(
µε(Si)

q/2µε(Sj)
q/2
)
≤ E

(
µε(Si)µε(Sj)

)q/2
for all i 6= j ∈ S ′m. The expectation can easily be computed, and we have for some constant
cm,

lim
ε→0

E
(
µε(Si)µε(Sj)

)
≤
∫
x∈Si,y∈Sj

eγ
2K(x,y)dxdy ≤ cm <∞

since the squares Si and Sj are at distance at least 2−m from one another. Taking the qth
power and summing over all terms i 6= j ∈ S ′m gives the lemma.

We put these two lemmas together as follows. First, note that for q < 2d/γ2, 2d−ξ(q) < 0.
We can therefore choose m large enough that cq2dm−ξ(q)m < 1/(2d)q, where cq is as in
Lemma 3.27. From (3.44) we obtain

E
(( ∑

i∈S′m

µ(Si)
)q) ≤ 1

(2d)q
E(µ2mε(S)q) + Cm,q,
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where Cm,q comes from Lemma 3.28. Adding the contributions from all 2d groups (and using
the fact that (x1 + . . .+ x2d)

q ≤ (2d)q−1(xq1 + . . .+ xq2d) by convexity),

E
(( ∑

i∈Sm

µ(Si)
)q) ≤ 1

2d
E(µ2mε(S)q) + (2d)q−1Cm,q.

Therefore, recalling that Mε = E(µε(S)q), we have

Mε ≤
1

2d
M2mε + (2d)q−1Cm,q.

Taking the sup over ε > ε0, and since 2mε ≥ ε, we get

sup
ε>ε0

Mε ≤
1

2d
sup
ε>ε0

Mε + (2d)q−1Cm,q

and hence
sup
ε>ε0

Mε ≤
(2d)q

2d− 1
Cm,q.

We conclude proof for q ∈ (1, 2] i.e., n = 2, by letting ε0 → 0 and Fatou’s lemma.
We now consider the general case, which is in fact very similar to when n = 2. We use

the fact that q/n ≤ 1 and thus, arguing as in (3.44),( ∑
i∈S′m

µε(S ∩ Si)
)q
≤

∑
i1,...,in∈S′m

µε(Si1)
q/n . . . µε(Sin)q/n (3.46)

As before, we consider separately the on-diagonal (when all indices are equal) and off-diagonal
terms. The on-diagonal terms were already estimated in Lemma 3.27, and we have the same
upper bound (3.45) for all sufficiently large m and all ε > 0. For the off-diagonal terms, we
obtain the following estimate.

Lemma 3.29. Assume the set-up of Theorem 3.26. Then for any fixed m and q < 2d/γ2,
there exists a constant Cm,q independent of ε such that

E
( ∑
i1,...,in∈S′m:i1 6=i2

µε(Si1)
q/n . . . µε(Sin)q/n

)
≤ Cm,q.

Proof. Note that by Jensen’s inequality (since q/n ≤ 1), if i1 6= i2 ∈ S ′m,

E
(
µε(Si1)

q/n . . . µε(Sin)q/n
)
≤ E

(
µε(Si1) . . . µε(Sin)

)q/n
As before, this expectation can be computed exactly. To begin with, we rewrite the index set
{i1, . . . , in} in a way that takes into account which indices are equal and which are distinct.
Thus let {i1, . . . , in} = {j1, . . . , jp} where the jk are pairwise distinct and 2 ≤ p ≤ n (since at
least two indices are distinct). Call mk the multiplicity of jk in {i1, . . . , in}, i.e., the number
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of times jk is present in that set, so that m1 + . . . + mp = n (with mk ≥ 1 by assumption).
Then

E
(
µε(Si1) . . . µε(Sin)

)
=

∫
x1∈Si1

. . .

∫
xn∈Sin

e(γ2/2)
∑

1≤k 6=`≤nKε(xk,x`)dx1 . . . dxn.

When xk ∈ Sik , x` ∈ Si` and Sik 6= Si` , the term K(xk, x`) = − log |xk−x`|+O(1) is bounded
above by a constant cm since the cubes are separated by a minimum distance of 2−m. Hence

E
(
µε(Si1) . . . µε(Sin)

)
≤ c′m

p∏
k=1

∫
Sjk

. . .

∫
Sjk

e(γ2/2)
∑

1≤k 6=`≤mk
Kε(xk,x`)dx1 . . . dxmk

= c′m

p∏
k=1

E(
(
µε(Sjk)

)mk)
Now, since mk ≤ n− 1 (as there are at least two distinct indices in the set {i1, . . . , in}), and
since Sjk ⊂ S, we have that

E(
(
µε(Sjk)

)mk) ≤ E(µε(S)n−1)

which, by the induction hypothesis, is uniformly bounded in ε, by a constant depending only
on m and q. This concludes the proof of the lemma.

Putting together (3.45) and Lemma 3.29, we conclude the proof that Mε is uniformly
bounded for arbitrary q < 2d/γ2, as in the case q < 2 ∧ (2d/γ2). This finishes the proof of
Theorem 3.26.

We complement Theorem 3.26 with two results. The first one shows that the condition
q < 2d/γ2 is sharp for the finiteness of the moment of order q > 0. The second will show
a partial result in the general framework of Gaussian multiplicative chaos with respect to a
d-dimensional reference measure σ (i.e., satisfying (3.2)). We start with the first result.

Proposition 3.30. Assume the set-up of Theorem 3.26 (in particular, that σ(dx) = dx is
the Lebesgue measure on Rd). Let q > 2d/γ2. Then

E(µ(S)q) =∞.

Proof. The proof argues by contradiction, and has the same flavour as Theorem 3.26 but
is much simpler (essentially, we can ignore the off-diagonal term). Suppose that for some
q > 2d/γ2, E(µ(S)q) <∞. By Kahane’s inequality, there is no loss of generality in assuming
that the Gaussian field h is in fact an exactly scale-invariant field X satisfying Corollary 3.20.
Then for any cube Si of side-length 2−m, by (3.41) (or more precisely (3.40)),

E((µ(Si))
q) � 2−mξ(q)E((µ(S))q).
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On the other hand, keeping the same notations as in the proof of Theorem 3.26, and since
(x+ y)q ≥ xq + yq for q > 1 and x, y > 0,

µ(S)q ≥
∑
i∈Sm

µ(Si)
q.

Hence, taking expectations,

E(µ(S)q) & 2dm−ξ(q)mE((µ(S))q)

However, when q > 2d/γ2, we have that d− ξ(q) > 0. Since m is arbitrary and the implicit
constant does not depend on m, we get the desired contradiction.

3.8 Positive moments for general reference measures

We now introduce the second result complementing Theorem 3.26, which is an extension
of Theorem 3.26 to the general setup of Gaussian multiplicative chaos relative to a d-
dimensional reference measure σ (satisfying (3.2)). In order to not make the exposition
too cumbersome, we limit the proof to the case where q < (2d/γ2)∧ 2 (hence, at least in the
L1 regime where γ ∈ [

√
d,
√

2d), there is no loss of generality at all).
Before doing so it may be useful to explain where the previous proof breaks down if

σ is not Lebesgue measure. The main issue lies in the scaling argument of Lemma 3.27;
when we consider a cube of Si of S ′m (side-length 2−m), blowing this up by a factor 2m will
of course still produce a cube of unit side-length, but the Gaussian multiplicative chaos is
now with respect to a reference measure which is no longer σ, but instead reflects the local
behaviour of σ near the cube Si. For very inhomogeneous fractals this behaviour could be
wildly different, and so the inequality in that Lemma has no reason to hold true.

Instead we will need a different approach that accounts for the possible inhomogeneities
of the fractal supporting the reference measure σ. The proof below comes from work (written
roughly in parallel with these notes) in [BSS14] and is reproduced here with permission of
this paper’s co-authors. It is based on Girsanov’s theorem.

Proposition 3.31. Let S ⊂ D be bounded and open, and suppose that the reference measure
σ satisfies the dimensionality condition (3.2). Then if 0 < q < 2 ∧ (2d/γ2),

E(µ(S)q) <∞ (3.47)

and moreover, µε(S) converges to µ(S) in Lq.

Proof. Again, we can assume without loss of generality that q > 1. Set δ = q − 1 ∈ (0, 1).
Write

E(µ(S)q) = E(µ(S)µ(S)δ) = E(µ(S))E∗(µ(S)δ) = σ(S)E∗(µ(S)δ)

where P∗ denotes the law of the field biased by µ(S). Using Girsanov’s theorem (exactly as
in (2.6)), we can rewrite this as

E∗(µ(S)δ) =

∫
S

σ(dx)E
((∫

S

eγ
2K(x,y)µ(dy)

)δ)
.
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For each n ≥ 0, let An(x) denote the annulus at distance between 2−n and 2−n−1 from x; that
is, An(x) = {y : |y−x| ∈ [2−n−1, 2−n)}. Then using the fact thatK(x, y) = − log |x−y|+O(1)
and the inequality (a1 + . . .+ an)δ ≤ aδ1 + . . .+ aδn for δ < 1 and ai > 0, we see that

E∗(µ(S)δ) ≤ C
∞∑
n=0

∫
S

σ(dx)E
((∫

An(x)

e−γ
2 log |x−y|µ(dy)

)δ)
≤ C

∞∑
n=0

2nγ
2δ

∫
S

σ(dx)E(µ(An(x))δ).

For each fixed x, consider a field X which is exactly scale invariant around x as in Sec-
tion 3.5.2: hence, for any λ < 1,

(X(x+ λz))z∈S = (X̃(z) + Ω− log λ)z∈S

where X̃ has the same law as X and Ωr is a Gaussian with variance r independent of X̃.
Write Xε for the field truncated at level ε, as in Section 3.5.2.

Set λ = 2−n ≤ 1. Denote by σλ,x(dz) the image measure of σ under the map y = x+λz 7→
z (so that the total mass σλ,x(A1(0)) = σ(An(x))). By applying Corollary 3.20 and changing
variables y 7→ z, we obtain:

E

((∫
An(x)

eγXλε(y)(λε)γ
2/2σ(dy)

)δ)
≤ λγ

2δ/2E

((∫
A1(0)

eγXε(x+λz)εγ
2/2σλ,x(dz)

)δ)

= λγ
2δ/2E

(
eδγΩ− log λ

(∫
A1(0)

eγX̃ε(z)εγ
2/2σλ,x(dz)

)δ)

= λγ
2δ/2e−δ

2γ2 log(λ)/2E

((∫
A1(0)

eγX̃ε(z)εγ
2/2σλ,x(dz)

)δ)

≤ λγ
2δ/2−δ2γ2/2E

((∫
A1(0)

eγX̃ε(z)εγ
2/2σλ,x(dz)

))δ
,

where the last inequality is by Jensen’s inequality since δ < 1.
By Kahane’s inequality (Theorem 3.15), there exists an absolute constant C > 0 such

that

E(µε2−n(An(x))δ) ≤ Cλγ
2δ/2−δ2γ2/2σ(An(x))δ.

Letting ε→ 0, we get that for any n ≥ 0,

E(µ(An(x))δ) ≤ C2−n(γ2δ/2−δ2γ2/2)σ(An(x))δ.

We deduce that

E∗(µ(S)δ) ≤ C
∑
n

2n(γ2δ/2+δ2γ2/2)

∫
σ(dx)σ(An(x))δ.
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To estimate the last integral, let ȳ and x̄ be two independent points distributed according
to σ(· ∩ S)/σ(S). Then note that

σ(An(x)) ≤ σ(S)P(|ȳ − x| ≤ 2−n)

so that by Jensen’s inequality again (as δ < 1),∫
S

σ(dx)σ(An(x))δ ≤
∫
S

σ(dx)σ(S)δP
(
|ȳ − x̄| ≤ 2−n

∣∣∣x̄ = x
)δ

≤ σ(S)δ+1E(P
(
|x̄− ȳ| < 2−n

∣∣∣x̄)δ)
≤ σ(S)δ+1P(|x̄− ȳ| ≤ 2−n)δ

≤ σ(S)δ+1E(|x̄− ȳ|−d)δ2−ndδ.

by Markov’s inequality. Now δ < 2d/γ2 − 1 implies that γ2δ/2 + δ2γ2/2 − dδ = δ(γ2/2 −
d + γ2δ/2) < 0. Putting everything together, we can find c = c(d, γ, δ) such that

E(µ(S)q) = σ(S)E∗(µ(S)δ) ≤ c(δ)E(|x̄− ȳ|−d)δ <∞

by (3.3). This concludes the proof.

3.9 Negative moments of Gaussian multiplicative chaos

We now turn our attention to negative moments of the chaos measures. We will first show
that in the general set up, µ(S) admits moments of order q ∈ [q0, 0] for some q0 < 0. This
proof is based on a similar argument appearing in [GHSS18]. We will then explain how to
bootstrap this to get existence of all negative moments (see Theorem 3.36). Note that, in
particular, this implies strict positivity of the measures with probability one.

We work in the general setting: σ is a Radon measure with dimension at least d (0 <
d ≤ d) and 0 ≤ γ <

√
2d. The first ingredient we will need concerns the β-dimensional

energy of the measure µ.

Lemma 3.32. Assume that σ(D) > 0. Suppose that 0 ≤ β < d ∨
√

2dγ, and x is a point
chosen from the measure σ(dx) in D (normalised to be a probability measure), independently
of the field. Then ∫

D

|x− y|−βµ(dy) <∞

a.s. and in fact, has finite rth moment for all r > 0 small enough.

Proof. If β < d then this energy will have finite expectation by assumption (3.2). So let us
assume that γ >

√
d/2, and β <

√
2dγ. This means that for r > 0 small enough we will

have 1 > 1− r > 1/2 ∨ β2/(2dγ2). For such an r, we write

E
(

(

∫
D

|x− y|−βµ(dy))r
)

. E
(∫

D

(∫
D

eβK(x,y)µ(dy)

)r
σ(dx)

σ(D)

)
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. E(µ(D)rµγ−1β(D))

where µγ−1β is the chaos measure of the field with parameter γ−1β rather than γ. This last
inequality follows from Girsanov’s theorem, as in the proof of Proposition 3.31.

Now by Hölder’s inequality with p = r−1 and q = (1 − r)−1, the above is less than or
equal to

E(µ(D))rE(µγ−1β(D)
1

1−r )1−r.

By Proposition 3.31, this is finite as long as (1 − r)−1 ≤ 2 ∧ 2d/(γ−1β)2, which is exactly
our assumption on r.

Corollary 3.33. Take the same set up as in Lemma 3.32. Then there existsM large enough,
depending only on γ and d, such that

P(Es) := P
(∫

B(x,s−M )

eγ
2K(x,y)µ(dy) ≤ 1

s

)
≥ 1

2

for all s sufficiently large.

Proof. By the assumption on K, we know that eγ
2K(x,y) ≤ c|x − y|−γ2 for some c < ∞.

Writing |x− y|−γ2 = |x− y|−(γ2+2/M)|x− y|2/M , we therefore have that

eγ
2K(x,y) ≤ cs−2|x− y|−(γ2+2/M) for all y ∈ B(x, s−M).

Hence
P
(∫

B(x,s−M )

eγ
2K(x,y)µ(dy) ≤ 1

s

)
≥ P

(∫
D

|x− y|γ2+2/Mµ(dy) ≤ s

c

)
.

If M is such that γ2 + 2/M < d∨
√

2dγ, then by Lemma 3.32, the right hand side converges
monotonically to 1 as s→∞.

From here the key observation is the following. If we write P∗ for the field biased by µ(D)
as before, then for s > 0,

E∗(exp(−sµ(D))) = σ(D)−1E(µ(D) exp(−sµ(D)) ≤ e−1

σ(D)s

simply because xe−sx ≤ e−1/s for all positive x, s. This says that under P∗, µ(D) is unlikely
to be too small. Of course we would actually like such a statement under P. The trouble is
that the field has an extra log singularity under P∗, and so it could be this that saves µ(D)
from being very small. The work now is essentially to rule this out using Corollary 3.33.

Namely, we observe that if Es is the event in Corollary 3.33, then

E(exp(−sMγ2µ(D))1Es) ≤
C

sσ(D)
(3.48)
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for some C, s0 <∞ (depending only on γ,d) and all s ≥ s0. Indeed, by Girsanov again,

E∗(exp(−sµ(D))) = E(exp(−s
∫
D

eγ
2K(x,y)µ(dy)))

where under P, x is a point chosen according to σ, independently of the field. Moreover, on
the event Es,

s

∫
D

eγ
2K(x,y)µ(dy) ≤ 1 + csMγ2µ(D)

for some c < ∞. This implies that exp(−sMγ2µ(D))1Es ≤ ec exp(−(s/c)
∫
D
eγ

2K(x,y)µ(dy)),
and so (3.48) holds.

Note that if it weren’t for the indicator function in (3.48), this would imply that µ(D)
has some finite negative moments. On the other hand, we have shown in Corollary 3.33
that the event in the indicator function is rather likely. Putting these ideas together more
precisely, we obtain the following.

Proposition 3.34. Assume that σ(D) > 0 and 0 ≤ γ <
√

2d. For some q0 < 0, depending
only on γ and d, it holds that E(µ(D)q0) <∞.

Proof. Let us first observe that, without loss of generality, we may assume that K(x, y) ≥ 0
for all x, y ∈ D. Indeed, we can always find some D′ ⊂ D with σ(D′) > 0 and K(x, y) ≥ 0
for all x, y ∈ D′ (since K diverges logarithmically near the diagonal), and then it clearly
suffices to show that E(µ(D′)q0) < ∞. Note that σ also has dimension at least d when
restricted to D′.

The advantage of assuming this setup, is that we can make use of the following tool (see
e.g., [Pit82]):

Theorem 3.35 (FKG inequality). Let (Z(x))x∈D be an a.s. continuous centred Gaussian
field on U ⊂ Rd with E(Z(x)Z(y)) ≥ 0 for all x, y ∈ U . Then, if f, g are two bounded,
increasing measurable functions,

E
(
f((Z(x))x∈U)g((Z(x))x∈U)

)
≥ E

(
f((Z(x))x∈U)

)
E
(
g((Z(x))x∈U)

)
.

To apply this, we need to work with continuous fields, so let us consider the measure µε,
and denote by Eε

s the event Es with µ replaced by µε (and we still define Eε
s in terms of a

point that is sampled independently of the field and with probability proportional to σ(dx)).
Since Xε is a.s. continuous and the functions 1Eεs and exp(−sMγ2µε(D)) are both bounded,
decreasing functions of the field, we can apply FKG to see that

E(exp(−sMγ2µε(D))1Eεs ) ≥ E(exp(−sMγ2µε(D)))P(Eε
s)

for all ε. (Recall that E is over the field as well as the independent random point x, so we
actually apply the FKG inequality conditionally given x, then note that the first term in the
right hand does not depend on x). By dominated convergence, we therefore obtain that

E(exp(−sMγ2µ(D))1Es) ≥ E(exp(−sMγ2µ(D)))P(Es).
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Hence by Corollary 3.33 and (3.48), for M, s0 large enough (depending only on γ,d):

E(exp(−sMγ2µ(D))) ≤ 2C

sσ(D)
∀s ≥ s0. (3.49)

Finally, since y−p = Γ(p)−1
∫∞

0
tp−1 exp(−ty) dt for p > 0, this implies that as long as

(1/Mγ2) > p, E(µ(D)−p) < ∞. Note that this only depends on M,γ, so since M is a
function of γ and d, the obtained q0 also depends only on γ and d.

Now we explain how to extend this to all negative moments, using an iteration procedure.
This idea first appeared in the setting of multiplicative cascade measures (a simple case of
multiplicative chaos) in [Mol96].

Theorem 3.36. Suppose that σ(D) > 0. Then

E(µ(D)q) <∞

for all q < 0.

We emphasise that we need only our standing assumptions on the measure σ here (as
long as σ(D) > 0), and that there are no restrictions on d or d > 0.

Proof. To begin with, note that since σ does not have any atoms, we can find two distinct
points x1, x2 in the support of σ. Therefore we can find open sets D1 and D2 such that
x1 ∈ D1, x2 ∈ D2, D̄1 ∩ D̄2 = ∅ and σ(D1)σ(D2) > 0. Furthermore, by the assumption on
K (more precisely, the continuity of g), we may assume that K(x, y) ≤ C whenever x ∈ D1,
y ∈ D2.

The key point is that by Proposition 3.34, there exists q0 < 0 such that E(µ(Di)
q) <∞

for all q ∈ [q0, 0] and i = 1, 2. Indeed we’ve seen that q0 depends only on d, γ, as long as the
base measure has strictly positive mass.

The idea to make use of this is to note the trivial bound µ(D) ≥ µ(D1) + µ(D2), and
then apply the AM-GM inequality to see that µ(D) ≥

√
µ(D1)µ(D2). This gives that

E(µ(D)q) ≤ E(µ(D1)q/2µ(D2)q/2)

for q < 0. If µ(D1) and µ(D2) were independent, we could factorise the right hand side
and choose q = 2q0, therefore showing that negative moments exist with orders in the larger
interval [2q0, 0]. We could then iterate to get all negative moments.

The problem of course is that they are not actually independent. To get around this
we will use the assumption that K(x, y) ≤ C for x ∈ D1, y ∈ D2, together with Kahane’s
inequality.

More precisely, let us denote our field restricted to D1 ∪D2 by X. Let us also define a
Gaussian field Y on D1∪D2 by setting it equal to Y1 +Y2 +Z where: Y1, Y2 are independent;
Y1 has the law of X|D1 on D1 and is 0 on D2; Y2 has the law of X|D2 on D2 and is 0 on
D1; and Z is an independent normal random variable with variance C. Then the covariance
kernel of Y dominates (pointwise) the covariance kernel of X. Since polynomials of negative
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order are convex, we can apply Kahane’s inequality (Theorem 3.15) (and a limiting argument
so that we can compare the respective GMC measures) to obtain that

E((µ(D1) + µ(D2))q) ≤ E((µY (D1) + µY (D2))q)

≤ E(µY (D1)q/2µY (D2)q/2)

= E(e
q
2

(γZ− γ
2

2
C))E(µY (D1)q/2)E(µY (D2)q/2),

where we have applied AM-GM in the second line. By construction, if q ∈ [2q0, 0], the right
hand side is finite. So we obtain that E(µ(D)q) < ∞ for all q ∈ [2q0, 0]. Repeating the
argument one obtains the existence of any negative moment.

Since µ(D) has finite negative moments of all orders (as shown by the previous theorem),
we deduce that the tail at zero of µ(D) decays faster than any polynomial. It is natural to
wonder whether the decay can be characterised precisely. A lognormal upper bound for this
decay (meaning, P(µ(D) ≤ δ) ≤ exp(−c(log 1/δ)2) for some c > 0) was first established in
[DS11], see also [Aru17]. In some one-dimensional cases of Gaussian Multiplicative Chaos,
the exact law of the total mass is in fact known (this was obtained by Remy [Rem20], proving
a well known conjecture of Fyodorov and Bouchaud [FB08]). In exercise (7), we propose a
lognormal lower bound valid in great generality.

3.10 KPZ theorem

In this section, we consider the Gaussian free field with zero boundary conditions in a
domain D ⊂ R2. The KPZ formula relates the “quantum” and “Euclidean” sizes of a given
set A, which is either deterministic, or random but independent of the field. This often
has a particularly natural interpretation in the context of discrete random planar maps and
critical exponents; see Section 3.13. Concrete examples are given in Chapter 4.

We will first formulate the KPZ theorem using the framework of Rhodes and Vargas
[RV11]. This article appeared simultaneously with (and independently from) the paper by
Duplantier and Sheffield [DS11]. The results of these two papers are similar in spirit, but
the version we present here is a bit easier to state, and in fact stronger. The formulation
(and sketch of proof) corresponding to [DS11] will be given in Section 3.12. We will also
include a version, due to Aru [Aru15]. Although this last statement is weaker, its proof is
completely straightforward given our earlier work.

We first introduce the notion of scaling exponent of a set A (in the sense of [RV11]),
starting with the Euclidean version. Let A ⊂ D be a fixed Borel set and write dH(A) for the
(Euclidean) Hausdorff dimension of A. Since 0 ≤ dH(A) ≤ 2, we may write

dH(A) = 2(1− x), (3.50)

for x ∈ [0, 1]. The number x is called the (Euclidean) scaling exponent of A.
We now define the quantum analogue of the scaling exponent. Let

Cδ(A) := inf{
∑
i

µ(B(xi, ri))
δ : {B(xi, ri)}i is a cover of A},
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so that Cδ(A) can be viewed as a (multiple) of the quantum Hausdorff content of A. We
now define

dH,γ(A) = inf{δ > 0 : Cδ(A) = 0} ∈ [0, 1]

and call dH,γ(A) its “quantum Hausdorff dimension”. Finally, we define the quantum scal-
ing exponent ∆ by

∆ = 1− dH,γ(A).

The terms “quantum Hausdorff dimension" and content should perhaps be qualified, for the
following reasons.

1. Although it does not feature in these notes, a random metric associated with eγh (h
a GFF in D) has recently been constructed in a series of works culminating with
[DDDF19, GM19b, GM19a]. The Hausdorff dimension dγ of D equipped with this
random metric is currently unknown, except for the special case {γ =

√
8/3, dγ =

4}. The general bound dγ > 2 is also known, as well as more precise estimates: see
[DG20, GP20].

2. Under this random metric, the actual value of the Hausdorff dimension of A ⊂ D is
then given by

dimγ(A) = dγ(1−∆).

Again it always holds that ∆ ∈ [0, 1], and note the analogy with (3.50).

3. Recently, a metric version of the KPZ formula has been obtained by Gwynne and Pfeffer
[GP19]; more details concerning the relation between scaling exponent and Hausdorff
dimension can be found there.

Remark 3.37. There is no consensus (even in the physics literature) about the value of dγ.
Until recently it seemed that the prediction

dγ = 1 +
γ2

4
+

√
(1 +

γ2

4
)2 + γ2

by Watabiki [Wat93] had a reasonable chance of being correct, but it has now been proved
false - at least for small γ [DG19]. Simulations are notoriously difficult because of large
fluctuations. As mentioned earlier, the only value that is known rigourously is when γ =√

8/3. In this case the metric space is described by the Brownian map [Mie13, LG13, MS16d]
and the Hausdorff dimension is equal to 4.

We are now ready to state the KPZ theorem in this setup.

Theorem 3.38 (Almost sure Hausdorff KPZ formula). Suppose that A is deterministic and
that γ ∈ (0, 2). Then, almost surely it holds that

x =
γ2

4
∆2 + (1− γ2

4
)∆.
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We will not prove this result and refer to [RV11] for details. (We will, however, soon see
the proof of a closely related result due to Aru [Aru15]). We make a few observations.

1. x = 0, 1 if and only if ∆ = 0, 1.

2. This is a quadratic relation with positive discriminant so can be inverted.

3. In the particular but important case of uniform random planar map scaling limits (see
Chapter 4), γ =

√
8/3 and so the relation is

x =
2

3
∆2 +

1

3
∆. (3.51)

As we have already mentioned, various forms of the KPZ relation have now been proved;
the above statement comes from the work of Rhodes and Vargas [RV11]. Other versions
can be found in the works of Aru [Aru15], Duplantier and Sheffield [DS11] which will both
be discussed later in this chapter. See also works of Gwynne and Pfeffer [GP19] for a KPZ
relation in the sense of metric (Hausdorff) dimensions; Gwynne, Holden and Miller [GHM20]
for an effective KPZ formula which can be used rigourously for determining a number of
SLE exponents, and Berestycki, Garban, Rhodes and Vargas [BGRV16] for a KPZ relation
formulated using the Liouville heat kernel.

3.11 Proof in the case of expected Minkowski dimension

We now state Aru’s version of the KPZ formula [Aru15] which, as already mentioned, has
a straightforward proof given our earlier work. This statement uses an alternative notion of
fractal dimension: Minkowski dimension rather than Hausdorff.

We will only state the case d = 2 of this result, even though the arguments generalise
easily to arbitrary dimensions. We again use the notation Sn for the nth level dyadic covering
of D by squares Si, i ∈ Sn of side-length 2−n. For δ > 0, the (Euclidean) (δ, 2−n)-Minkowski
content of A is defined by

Mδ(A; 2−n) =
∑
i∈Sn

1{Si∩A 6=∅} Leb(Si)
δ,

and the (Euclidean) Minkowski dimension (fraction) of A is then

dM(A) = inf{δ : lim sup
n→∞

Mδ(A, 2
−n) <∞}.

Note that since we used Leb(Si) in the definition of the Minkowski content rather than the
more standard side-length 2−n of Si, the above quantity dM is in [0, 1] and is related to
the more standard notion of Minkowski dimension DM through the identity dM = DM/2.
Finally, we define the Minkowski scaling exponent

xM = 1− dM .
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On the quantum side, we define

Mγ
δ (A, 2−n) =

∑
i∈Sn

1{Si∩A 6=∅} µ(Si)
δ,

and the quantum expected Minkowski dimension by

qM = inf{δ : lim sup
n→∞

E(Mγ
δ (A, 2−n)) <∞}.

The quantum Minkowski scaling exponent is then set to be

∆M = 1− qM .

The KPZ relation for the Minkowski scaling exponents is then xM = (γ2/4)∆2
M + (1 −

γ2/4)∆M (formally this is the same as the relation in Theorem 3.40). Equivalently, this can
be rephrased as follows.

Proposition 3.39 (Expected Minkowski KPZ, [Aru15]). Suppose Ā lies at a positive dis-
tance from ∂D and that A is bounded. Then

dM = (1 + γ2/4)qM − γ2q2
M/4. (3.52)

Proof. First recall Theorem 3.23 from earlier in this chapter, which implies that if 0 ≤ q ≤ 1,
then

E(µ(B(r))q) � r(d+γ2/2)q−γ2q2/2

for balls B(r) of Euclidean radius r lying strictly within the domain D.
Fix d ∈ (0, 1) and let q be such that d = (1 + γ2/4)q − q2γ2/4 and note that q ∈ (0, 1).

Therefore,
E(
∑
i∈Sn

1{Si∩A 6=∅}µ(Si)
q) �

∑
i∈Sn

1{Si∩A 6=∅} Leb(Si)
d

and consequently the limsup of the left hand side is infinite if and only if the limsup of the
right hand side is infinite. In other words, dM and qM satisfy (3.52).

3.12 Duplantier–Sheffield’s KPZ theorem

We end this chapter with a short description of Duplantier and Sheffield’s definitions of
scaling exponents, as well as a sketch of proof of the resulting KPZ formula [DS11]. (The
statement is a bit weaker than Theorem 3.38, since the notions of scaling exponents are
slightly harder to use, and the formula holds only in expectation as opposed to almost
surely).

In this section, the (Euclidean) scaling exponent of A ⊂ D is the limit, if it exists, defined
by

x′ = lim
ε→0

logP(B(z, ε) ∩ A 6= ∅)
log(ε2)

,

where P is the joint law of A (if it is random) and a point z chosen proportionally to Lebesgue
measure in D. We will assume that D is bounded.

We need to make a few comments about this definition.
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1. First, this is equivalent to saying that the volume of Aε, the Euclidean ε-neighbourhood
of A, decays like ε2x′ . In other words, A can be covered with ε−(2−2x′) balls of radius
ε, and hence typically the Hausdorff dimension of A is simply

dim(A) = 2− 2x′ = 2(1− x′),

consistent with our earlier definition of Euclidean scaling exponent. In particular, note
that x′ ∈ [0, 1] always; x′ = 0 means that A is practically the full space, x′ = 1 means
it is practically empty.

2. In the definition we divide by log(ε2), because ε2 is the volume (with respect to the
Euclidean geometry on R2) of a ball of radius ε. In the quantum world, we would need
to replace this by the Liouville area of a ball of radius ε - see below.

The quantum analogue of this is the following. For z ∈ D, we denote by Bδ(z) the
quantum ball of mass δ: that is, the Euclidean ball centred at z whose radius is chosen so
that its Liouville area is precisely δ. (In [DS11], this is called the isothermal ball of mass δ
at z). The quantum scaling exponent of A ⊂ D is then the limit, if it exists, defined by

∆′ = lim
δ→0

logP(Bδ(z) ∩ A 6= ∅)
log(δ)

,

where z is sampled from the Liouville measure µ normalised to be a probability distribution.

Theorem 3.40 (Expected Hausdorff KPZ formula). Suppose A is independent of the GFF,
γ ∈ (0, 2), and D is bounded. Then if A has Euclidean scaling exponent x′, it has quantum
scaling exponent ∆, where x and ∆′ are related by the formula

x′ =
γ2

4
(∆′)2 + (1− γ2

4
)∆′. (3.53)

We will now sketch the argument used by Duplantier and Sheffield to prove Theorem 3.40,
since it is interesting in its own right and gives a somewhat different perspective (in particular,
it shows that the KPZ formula can be seen as a large deviation probability for Brownian
motion).
Informal description of the idea of the proof. We wish to evaluate the probability
P(Bδ(z) ∩ A 6= ∅), where z is a point sampled from the Liouville measure, and Bδ is the
Euclidean ball of Liouville mass δ around z. Of course the event that this ball intersects A
is rather unlikely, since the ball is small. But it can happen for two reasons. The first one
is simply that z lands very close (in the Euclidean sense) to A – this has a cost governed by
the Euclidean scaling exponent of A, by definition, since we may think of z as being sampled
from the Lebesgue measure and then sampling the Gaussian free field given z, as in the
description of the rooted measure Section 2.4. However, it is more economical for z to land
relatively further away from z, and instead require that the ball of quantum mass δ have a
bigger than usual radius. As the quantum mass of the ball of radius r around z is essentially
governed by the size of the circle average hr(z), which behaves like a Brownian motion plus
some drift, we find ourselves computing a large deviation probability for a Brownian motion.
The KPZ formula is hence nothing else but the large deviation function for Brownian motion.
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Sketch of proof of Theorem 3.40. Now we turn the informal idea above into more concrete
mathematics, except for two approximations that we will not justify. Suppose z is sampled
according to the Liouville measure µ. Then we know from Theorem 2.4 (see also exercise ??
in that chapter) that the joint law of the point z and the free field is absolutely continuous
with respect to a point z sampled from Lebesgue measure, together with the field h0(·) +
γ log | · −z| + O(1), where h0 is a GFF that is independent of z. (See Section 2.4). Hence
the mass of the ball of radius ε about z is approximately given by

µ(B(z, ε)) ≈ εγ
2/2eγhε(z) × ε2

� eγ(h0ε(z)+γ log 1/ε)ε2+γ2/2

= ε2−γ2/2eγh
0
ε(z). (3.54)

It takes some time to justify rigorously the approximation in (3.54), but the idea is that the
field hε fluctuates on a spatial scale of size roughly ε. Hence we are not making a big error
by pretending that hε is constant on B(z, ε), equal to hε(z). In a way, making this precise is
the most technical part of the paper [DS11]. We will not go through the arguments which
do so, and instead we will see how, assuming it, one is naturally led to the KPZ relation.

Working on an exponential scale (which is more natural for circle averages) and writing
Bt = h0

e−t(z), we find that

log µ(B(z, e−t)) ≈ γBt − (2− γ2/2)t.

We are interested in the maximum radius ε such that µ(B(z, ε)) will be approximately δ:
this will give us the Euclidean radius of the quantum ball of mass δ around z. So let

Tδ = inf{t ≥ 0 : γBt − (2− γ2/2)t ≤ log δ}

= inf{t ≥ 0 : Bt + (
2

γ
− γ

2
)t ≥ log(1/δ)

γ
}.

where the second equality is in distribution. Note that since γ < 2 the drift is positive, and
hence Tδ <∞ a.s.

Now, recall that if ε > 0 is fixed, the probability that z will fall within (Euclidean)
distance ε of A is approximately ε2x′ . Hence, applying this with ε = e−Tδ the probability
that Bδ(z) intersects A is, approximately, given by

P(Bδ(z) ∩ A 6= ∅) ≈ E(exp(−2x′Tδ)).

This is the second approximation that we will not seek to justify fully. Consequently, we
deduce that

∆′ = lim
δ→0

logE(exp(−2x′Tδ))

log δ
.

For β > 0, consider the martingale

Mt = exp(βBt − β2t/2),
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and apply the optional stopping theorem at the time Tδ (note that this is justified). Then
we get, letting a = 2/γ − γ/2, that

1 = exp(β
log(1/δ)

γ
)E(exp(−(aβ + β2/2)Tδ)).

Finally set 2x′ = aβ + β2/2, so that E(exp(−2x′TA)) = δβ/γ. In other words, ∆′ = β/γ,
where β is such that 2x′ = aβ + β2/2. Equivalently, β = γ∆′, and

2x′ = (
2

γ
− γ

2
)γ∆′ +

γ2

2
(∆′)2.

This is exactly the KPZ relation.

3.13 Applications of KPZ to critical exponents

? This section explains in a non-rigourous manner how the KPZ relation can be used to
compute critical exponents in some models of statistical mechanics in two dimensions. This
section can be skipped on a first reading, and is only relevant later in connection with the
end of Chapter 4. This section also assumes basic familiarity with the notion of random
planar maps and the conjectures related to their conformal embeddings, see Section 4.2.

At the discrete level, the KPZ formula can be interpreted as follows. Consider a random
planar map M of size N (where ‘size’ refers indistinctly to the number of faces, vertices or
edges). Suppose that a certain subset A within M has a size |A| ≈ N1−∆, so that A is
“fractal-like". We have in mind a set A which is defined conditionally independently given
the map, and of course depends on N (but we do not indicate this in the notation). For
instance, A could be the set of double points of a random walk on the map run until its cover
time, or the set of pivotal edges for percolation on the map with respect to some macroscopic
event. We may also consider the Euclidean analogue A′ of A within a Euclidean box of area
N (and thus of side length n =

√
N). Namely, A′ is the set that one obtains when the

map M is exactly this subset of the square lattice. In this case we again expect A′ to be
fractal-like, and so |A′| ≈ N1−x = n2−2x for some x ∈ [0, 1]. If A′ has a scaling limit then this
x is nothing but its Euclidean scaling exponent (indeed, the discrete size of A′ is essentially
the number of balls of a fixed radius required to cover a scaled version of it). Likewise, if A
has a scaling limit then ∆ is nothing but its quantum scaling exponent.

Hence the KPZ relation suggests that x,∆ should be related by

x =
γ2

4
∆2 + (1− γ2

4
)∆

in the limit as N →∞. Here γ refers to the universality class of the map; this assumes that
A is (when embedded suitably in the plane) independent of the field h which represents the
embedding of the map in the limit.

In particular, observe that the approximate (Euclidean) Hausdorff dimension of A′ is
then 2−2x, consistent with our definitions. See Chapter 4 for concrete examples, where this
is used, for instance, to guess the loop-erased random walk exponent.
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3.14 Exercises

1. By considering the set of thick points or otherwise, show that the KPZ relation does
not need to hold if the set A is allowed to depend on the free field. This type of example
was first considered by [Aru15] who also considered the case of flow lines associated to
the GFF.

2. Let A ⊂ D, and let q ∈ [0, 1]. Show that E(µ(A)q) is a non-decreasing function of
γ ∈ [0,

√
2d).

3. Let A ⊂ D. For γ <
√
d, show that µ(A) is admits a continuous modification in γ.

(Hint: use the Kolmogorov continuity criterion.)

4. Use the scaling invariance properties developed in the proof of the multifractal spec-
trum to show that µ has a.s. no atoms. Observe that this also follows from the energy
estimate in Exercise 4 of Chapter 2.

5. This exercise gives a flavour of Kahane’s original pioneering argument for the construc-
tion of GMC in [Kah85]. Suppose that K is a covariance kernel of the form (3.1), that
can be written in the form

K(x, y) =
∞∑
n=1

Kn(x, y)

for all x 6= y in D ⊂ Rd, where for each n, Kn : D × D → R is positive-definite and
satisfies Kn(x, y) ≥ 0 for all x, y ∈ D. Such a covariance kernel was called by Kahane
σ-positive. Show that there exists a sequence of centred Gaussian fields (hn)n≥1 such
that the fields (hn−hn−1)n≥1 are independent centred Gaussian fields with covariances
Kn for each n. Let σ be a reference Radon measure satisfying (3.2) for some d > 0.
For 0 ≤ γ <

√
2d, we use this decomposition to construct a natural sequence of ‘chaos

approximations’ µn by setting

µn(A) =

∫
A

exp{γhn(x)− γ2

2
E(hn(x)2)}σ(dx),

for any Borel set A. Prove that µn(A) has an almost sure limit µ(A) as n→∞ which
defines a random measure.
Suppose we are given two σ-positive decompositions for K, say

K(x, y) =
∞∑
n=1

Kn(x, y) =
∞∑
n=1

K ′n(x, y),

and let µ and µ′ be the associated chaos measures constructed above. Using Kahane’s
inequality (and without using Theorem 3.2), show that for any Borel set A, E(µ(A)q) ≤
E(µ′(A)q) for q ∈ (0, 1) (note that this argument does not require knowing that either µ
or µ′ is nonzero). Deduce that the laws of µ and µ′ (as random measures) are identical.
This is Kahane’s theorem on uniqueness of GMC; Kahane’s inequality [Kah86] was
discovered for the purpose of this proof.
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6. We now take the same setup as above, and assume the result of Theorem 3.2. Show
that in the case γ <

√
2d, the limit µ constructed above agrees with the GMC measure

of Theorem 3.2.

7. If K is as in (3.1), define the linear operator T on L2(D) by setting

Tf(x) =

∫
D

K(x, y)f(y) dy

for each f ∈ L2(D). When D is bounded, one can show using standard operator theory
that there exists an orthonormal basis {fk}k≥0 of L2(D), made up of eigenfunctions
for T . The ordering can be chosen so that the associated eigenvalues {λ−1

k }k≥0 satisfy
0 < λ1 < λ2 ≤ λ3, . . . Moreover, with this ordering, the first eigenfunction f1 will be
strictly positive in D.

(a) Show that for each x in D,

n∑
k=0

λ−1
k fk(x)fk(·)→ K(x, ·) in L2(D)

as n→∞. Let h be the centred Gaussian field with covariance K. By considering
the joint law of {λ1/2

k (h, fk)}k≥1, show that for any test function f on D, if hn :=∑n
k=0(h, fk)fk, then (hn, f) converges almost surely and in L2(P) to (h, f) as

n→∞.
Remark. This decomposition of h is known as the Karhuhen–Loeve expan-
sion.

(b) Show further that for γ ≥ 0, the sequence of measures defined by

µn(S) :=

∫
S

exp(γhn(z)− γ2/2 Var(hn(z)) dz S ⊂ D,n ≥ 0

has an almost sure limit with respect to the weak topology. When γ <
√

2d, show
that µn(S) is a uniformly integrable family for any fixed S. Use this to show that
limn µ

n(S) agrees almost surely with µ(S), where µ is the GMC measure for h
constructed in Theorem 3.2.

(c) Use the fact that f1 is positive together with (3.49) to show that for δ > 0,
P(µγ(D) ≤ δ) ≥ cP(Z ≤ δ) where Z is an appropriately chosen lognormal random
variable and c > 0 does not depend on δ.
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4 Statistical physics on random planar maps

4.1 Fortuin–Kasteleyn weighted random planar maps

In this chapter we change our focus from the continuous to the discrete, and describe the
model of random planar maps weighted by critical Fortuin–Kasteleyn percolation. These
maps can be thought of as canonical discretisations of Liouville quantum gravity.

We proceed as follows. We first recall the notion of planar map and decorated planar
map before defining a probability measure on such maps (maps decorated by self-dual FK
loops). In Section 4.2, we discuss aspects of the conjectured connection between this model
of planar maps and Liouville quantum gravity. In Section 4.3 we focus on the case
where the decoration is a spanning tree. Here we describe in detail a powerful bijection due
(independently) to Mullin, Bernardi and Sheffield, between tree-decorated maps and pairs of
independent, positive random walk excursions (equivalently, two-dimensional random walk
excursions in the positive quadrant). This bijection is a convenient way to approach the
question of scaling limits. We use it in Section 4.4 to compute the (quantum) scaling exponent
of the loop-erased random walk (LERW). Using the KPZ relation of Section 3.10, we find
that it agrees with various known properties of LERW on the square lattice, including the
Hausdorff dimension of its scaling limit SLE2. In Section 4.5, we discuss Sheffield’s bijection,
which is a generalisation of the aforementioned bijection to decorations which are no longer
spanning trees but densely packed loop configurations. Again, this bijection is from
decorated maps to pairs of excursions. In this case, however, the excursions are far from
independent; this has an interpretation in terms of a discrete mating of treesting of
trees which will be described in the continuum later. (To be added) This description is used
in Section 4.6 to show the existence of an infinite volume local limit. A scaling limit result
is discussed which, roughly speaking, shows that the limiting trees are correlated infinite
CRTs.

Planar map, dual map. Recall that a planar map is a proper embedding of a (multi)
graph with a finite number of edges in the plane C ∪ {∞} (viewed as the Riemann sphere),
which is viewed up to orientation preserving homeomorphisms from the sphere to itself. Let
mn be a map with n edges and tn be a subgraph spanning all of its vertices. We call the pair
(mn, tn) a decorated map. Let m†

n denote the dual map of mn. Recall that the vertices of
the dual map correspond to the faces of mn and two vertices in the dual map are adjacent
if and only if their corresponding faces are adjacent to a common edge in the primal map.
Every edge e in the primal map corresponds to an edge e† in the dual map which joins the
vertices corresponding to the two faces adjacent to e. The dual map t†n is the graph formed
by the subset of edges {e† : e /∈ tn} and all dual vertices. We fix an edge in the map mn,
to which we also assign an orientation, and define it to be the root edge. With an abuse of
notation, we will still write mn for the rooted map; and we letMn be the set of maps with
n edges together with one distinguished edge called the root.
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Canonical triangulation. Given a subgraph-decorated map (mn, tn) with mn ∈ Mn

and tn spanning every vertex (in the sense that the vertex set of tn is all of the vertex set of
mn), one can associate to it a set of loops where in some sense each loop forms the interface
between two clusters (connected components) of tn and its planar dual. We will now define
this carefully. To do so, we will need to discuss not only the dual planar map but also a
couple of related maps that can be constructed from superposing the primal and dual maps.

We first consider an auxiliary map which we call the Tutte map, and which is formed
by joining the dual vertices in every face of mn with the primal vertices incident to that
face. We call these edges Tutte edges (drawn in green in Figure 3). Thus the vertex set of
the Tutte map consists of all primal and dual vertices, but note that its edge set does not
contain any of the original edges of mn or its dual. It is easy to check that this Tutte map
is a quadrangulation, meaning each face has exactly four (refinement) edges surrounding it.
Each of the original edges of mn or m†

n is a diagonal of one of these quadrangles. In other
words, every edge in mn corresponds to a quadrangle in the Tutte map; this quadrangle can
be viewed as the union of two triangles, one on either side of the edge.

In fact this construction defines a bijection between maps with n edges and quadrangu-
lations with n faces, sometimes called the Tutte bijection.

Given a subgraph-decorated map (mn, tn) define the refinement map m̄n to be formed
by the union of tn, t†n and the refinement edges; note that its vertex set is the same as the
Tutte map, i.e. every primal and dual vertex of mn. The addition of tn and t†n makes the
refinement map a triangulation: indeed, every quadrangle from the Tutte map has been split
into two (either with a diagonal from tn or from t†n). The root edge of mn induces a root
triangle on the refinement map, which is taken to be the triangle immediately to the right
of the root edge of mn.

Note that every triangle consists of two Tutte edges and one edge from either tn (primal
edge) or t†n (dual edge). For future reference, we call such a triangle in m̄n a primal triangle
or dual triangle respectively (see Figure 6).

Loops. Finally, given (mn, tn) we can define the loops induced by tn as follows. For each
connected component C of either tn or t†n, we draw a loop surrounding it (meaning a closed
curve in the complement of C in the sphere; the complement contains two components,
and by convention we draw it in the “exterior” one that contains the point on the sphere
designated to be ∞). If this loop is drawn sufficiently close to C it identifies a unique
collection of triangles that are adjacent to C (in the sense that they share at least a vertex
with it). We view the component C itself as an open cluster for a percolation configuration
either on mn or its dual, and will use the word “cluster” interchangeably from now on.

In what follows, one should visualise the loop of C as being a closed curve drawn suf-
ficiently close to C in its complement, as above. However for precision, we will actually
identify the loop with the collection of triangles through which it passes. See Figure 3 for an
illustration. In this way, each loop is simply a collection of triangles “separating” a primal
connected component of tn from a dual connected component in t†n, or vice-versa. Note
that the set of loops is “space filling” in the sense that every triangle of the refined map is
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a. b.

c. d.

L0

Figure 3: A map m decorated with loops associated to a set of open edges t. a. The map is
in blue, with solid open edges and dashed closed edges. b. Open clusters and corresponding
open dual clusters are shown in blue and red. c. Every dual vertex is joined to its adjacent
primal vertices by a green edge. This results in an refined map m̄ which is a triangulation.
d. The primal and dual open clusters are separated by loops, which are drawn in black and
are dashed. Each loop is identified with the set of triangles through which it passes: note
that it crosses each triangle in the set exactly once. The oriented root edge of the map is
indicated with a blue arrow in subfigures a, b and c. The loop L0 is marked with an arrow
in subfigure d, and the arrow indicates the orientation of the loop, parallel to the orientation
of the root edge.
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contained in a loop. We denote by L0 the loop that is associated with the root triangle. It
comes with a natural orientation, which is parallel to the orientation of the root edge of Mn.

Also, given the Tutte map and the collection of closed curves described above, one can
recover the spanning subgraph tn (hence also t†n) that generates it. Let `(mn, tn) denote
the number of loops corresponding to a configuration (mn, tn). Note that this is equal to
the number of clusters in tn plus the number of clusters in t†n minus one; indeed, each new
cluster generates a new loop.

Fortuin–Kasteleyn model. The particular distribution on planar maps that we will now
consider was introduced in [She16b]. Let q ≥ 0 and let n ≥ 1: we will define a random map
Mn ∈Mn decorated with a (random) subset Tn of edges that spans all of its vertices. As in
the deterministic setting, this induces a dual collection of edges T †n on the dual map of M
(see Figure 3). The law of (Mn, Tn) is defined by declaring that for any fixed planar map m
with n edges, and t a given subset of edges of m,

P(Mn = m, Tn = t) ∝ √q`, ` = `(m, t). (4.1)

Recall from above that ` is the (total) number of loops separating primal and dual clusters
in (m, t).

Equivalently, the map Mn is chosen with probability proportional to the “partition func-
tion” of the self-dual Fortuin–Kasteleyn model on it, and given the mapMn, the collection of
edges Tn is then sampled from this Fortuin–Kasteleyn model. This is in turn closely related
to the critical q-state Potts model, see [Bax00]. Note that Mn is actually a rooted map (as
all of our maps are) and with this definition, the root edge of the map and its orientation
are chosen uniformly at random (given the unrooted version).

Uniform random planar maps. Observe that when q = 1, the FK model (4.1) has
the property that the map Mn is chosen uniformly at random among the set Mn all of
(rooted) maps with n edges, because the total number of possible configurations for tn is
2n independently of mn. Furthermore, given Mn = mn, Tn is chosen uniformly at random
from the 2n possibilities: this corresponds to each edge being present (open) with probability
1/2, independently of one another. In other words, Tn corresponds to bond percolation with
parameter 1/2 given the map Mn. This is in fact the critical parameter for this percolation
model, as shown in the work of Angel [Ang03].

The case of a uniformly chosen planar map in Mn is one in which remarkably detailed
information is known about its structure. In particular, a landmark result due to Miermont
[Mie13] and Le Gall [LG13] shows that, viewed as a metric space and rescaling edge lengths
to be n−1/4, the random map converges to a multiple of a certain universal random metric
space known as the Brownian map. (In fact, the results of Miermont and Le Gall apply
respectively to uniform quadrangulations with n faces and to p-angulations for p = 3 or p
even, whereas the convergence result concerning uniform planar maps inMn was established
a bit later by Bettinelli, Jacob and Miermont [BJM14]). Critical percolation on a related
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Figure 4: A map weighted by the FK model with q = 0.5, q = 2 (corresponding to the Ising
model) and q = 9 respectively, together with some of their loops. Simulation by J. Bettinelli
and B. Laslier. When q > 4 it is believed that the maps become tree-like, and the limiting
metric space should be Aldous’ continuum random tree.
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Figure 5: Circle packing of a uniform random planar map. Simulation by Jason Miller.

half-plane version of the maps has been analysed in a work of Angel and Curien [AC15],
while information on the full plane percolation model was later obtained by Curien and
Kortchemski [CK15]. Related works on loop models (sometimes rigorous, sometimes not)
appear in [GJSZJ12, BBG12b, EK95, BBM11, BBG12a].

One reason for the particular choice of the FK model in (4.1) is the belief that for q < 4,
after Riemann uniformisation, a large sample of such a map closely approximates a Liouville
quantum gravity surface. We will try to summarise this conjecture in the next subsection.

4.2 Conjectured connection with Liouville quantum gravity

The distribution (4.1) gives us a natural family of distributions on planar maps (indexed by
the parameter q ≥ 0). As already mentioned, in this model, the weight of a particular map
m ∈ Mn is proportional to the partition function Z(m, q) of the critical FK model on the
map.

Conformal Embedding. Now, it is strongly believed that in the limit n → ∞, the
geometry of such maps are related to Liouville quantum gravity with parameter γ, where

q = 2 + 2 cos

(
γ2π

2

)
. (4.2)

To be more precise about this, one must relate the world of planar maps to the world of
Liouville quantum gravity by specifying a “natural” embedding of the maps into the plane.
There are various ways to do this, and a couple of the simplest are as follows.

• Via the circle packing theorem. By a theorem of Koebe–Andreev–Thurston (see
the book by K. Stephenson [Ste05] for a comprehensive introduction), any planar map
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can be represented as a circle packing. A circle packing is a collection of circles in the
plane such that any two of the corresponding discs either are tangent to one another,
or do not overlap. In the circle packing representation, the vertices of the map are
given by the centres of the circles, and the edges correspond to tangent circles. See
Figure 5 above. Each circle packing representation of a map gives an embedding in
the plane, and when the map is a simple triangulation, this embedding is unique up to
Möbius transformations.

• Via the uniformisation theorem. In this approach, a given map is viewed as a
Riemann surface by declaring that each face of degree p is a regular p-gon of unit
area, endowed with the standard metric, and specifying the charts near a vertex in the
natural manner. This Riemann surface can then be embedded into the disc (say) by the
uniformisation theorem (which is a generalisation of the Riemann mapping theorem
from subsets of C to arbitary Riemann surfaces).

These embeddings are essentially unique up to Möbius transforms (in the first case, we
can circle pack the refinement map m̄n instead of mn). The choice of Möbius transform can
be fixed by requiring, for instance, that the root edge is mapped to (0, 1).

Once an embedding has been chosen, a natural object to study is the measure µn in the
plane which puts mass 1/N (N being the number of vertices in Mn) at the position of each
embedded vertex. The conjecture alluded to above says that in the limit as n → ∞, if Mn

is sampled from (4.1), then this measure µn should converge to γ-Liouville quantum gravity.
More precisely, if γ and q are related by (4.2), it should converge in distribution for the
topology of weak convergence, to a variant of the Liouville measure µγ.

Remark 4.1. Note that when q = 1, which we have already discussed is the case of uniformly
chosen random planar maps, we have cos(γ2π/2) = −1/2, i.e. γ =

√
8/3. Consequently,

the limit of a (conformally embedded) uniformly chosen map should be related to Liouville
quantum gravity with this parameter. This has been verified for a slightly different type
of conformal embedding called the Cardy embedding in a recent breakthrough of Holden
and Sun [HS19].

Loops and CLE The loops induced by the FK model (4.1) may be viewed as a decoration
on the map. Indeed as we have already mentioned, given the map, they are the cluster
boundaries of a self-dual FK percolation model on it with parameter q. It is therefore
natural to wonder about their geometry in the scaling limit, after embeddings of the type
discussed above. The widely shared belief is that they converge to so-called conformal loop
ensembles CLEκ′ where the parameter κ′ is given by

κ′ =
16

γ2
; and thus q = 2 + 2 cos

(
8π

κ′

)
. (4.3)

In fact, one can also study the self-dual FK percolation model and its associated loops on
a Euclidean lattice, and the same belief is held. That is, these loops are also conjectured
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to converge to CLEκ′ in the scaling limit, where the relationship between q and κ′ is the
same as in (4.3). The fact that these two conjectures are the same should heuristically be
considered as a consequence of conformal invariance. That is, if the scaling limit of FK
loops is conformally invariant, it should be independent of the underlying metric: only their
conformal type should matter.

For instance, we have already noticed that when q = 1, the associated FK model is just
bond percolation. In this case we already know (at least in the case of the triangular lattice)
that the scaling limit of the associated loops is given by CLE with parameter κ′ = 6 ([Smi01],
[CN08]). This is consistent with the value γ =

√
8/3 being the Liouville quantum gravity

parameter for the scaling limit of uniform planar maps, as described in Remark 4.1.
Likewise, for q = 2 the associated FK model is the FK representation of the critical Ising

model. It was proven in [KS16] (see also [CDCH+14] for interfaces and [BH19] for Ising
loops) that the scaling limit of these loops is given by CLE16/3. The associated parameter γ
is thus γ =

√
3.

A small summary of these values is provided in the table below.

FK Model (4.1) q γ κ′

General q ∈ [0, 4) 2 + 2 cos(γ2π/2) γ ∈ [
√

2, 2) 16/γ2 ∈ (4, 8]

Uniform map + critical bond percolation 1
√

8/3 6

Spanning tree decorated map 0
√

2 8
Critical Ising decorated map 2

√
3 16/3

4.3 Mullin–Bernardi–Sheffield’s bijection in the case of spanning
trees

We will now discuss the case where the mapMn ∈Mn is chosen with probability proportional
to the number of spanning trees it admits. In other words, for any (rooted) map mn ∈Mn

with n edges and tn a set of edges on it

P(Mn = mn, Tn = tn) ∝ 1{tn is a spanning tree on mn}. (4.4)

This can be understood as the limit when q → 0+ of the Fortuin–Kasteleyn model discussed
above in (4.1), since in this limit the model concentrates on configurations where ` = 0,
equivalently, tn is a tree. In fact it is immediate in this case that given Mn = mn, tn is
a uniform spanning tree (UST) on mn. We will discuss a powerful bijection due to Mullin
[Mul67] and Bernardi [Ber07, Ber08] which is key to the study of such planar maps. This
bijection is actually a particular case of a bijection due to Sheffield, which is sometimes called
the “hamburger–cheeseburger” bijection. Sheffield’s bijection can be used for arbitrary q ≥ 0,
however the case q = 0 of trees is considerably simpler and so we discuss it first. (We will
use the language of Sheffield, in order to prepare for the more general case later.) Although
the hamburger-cheeseburger bijection is the only example we will treat in detail here, we
mention that there are other powerful bijections of a similar flavour that can be used to
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Figure 6: Refined or green edges split the map and its dual into primal and dual triangles.
Each primal triangle sits opposite another primal triangle, resulting in a primal quadrangle
as above.

connect random planar map models to Liouville quantum gravity and SLE: see for example
[BHS17, LSW17, GKMW18, KMSW19].

To describe the q = 0 hamburger-cheeseburger bijection, we first fix a deterministic pair
(mn, tn) as above (with an oriented root edge chosen for mn and tn a spanning tree on
mn) and describe how to associate with it a certain sequence of letters corresponding to
“hamburgers” and “cheeseburgers”. Recall that adding refinement edges to a map splits it
into triangles of exactly two types: primal triangles (meaning two refined edges and one
primal edge) or dual triangles (meaning two refined edges and one dual edge). For ease
of reference, primal triangles will be associated with hamburgers, and dual triangles with
cheeseburgers. Note that for a primal edge in a primal triangle, the triangle opposite that
edge is obviously a primal triangle too. Hence it is better to think of the map as being split
into quadrangles with either a primal or dual diagonal (see Figure 6).

We will reveal the map, triangle by triangle, by exploring it along a space-filling (in the
sense that it visits every triangle once) path. When we do this, we will keep track of the
first time that the path enters a given quadrangle by saying that either a hamburger or a
cheeseburger is produced, depending on whether the quadrangle is primal or dual. Later
on, when the path comes back to the quadrangle for the second and final time, we will say
that the burger has been eaten. We will use the letters h, c to indicate that a hamburger or
cheeseburger has been produced and we will use the letters H,C to indicate that a burger
has been eaten (or ordered and eaten immediately). So in this description we will have one
letter for every triangle.

It remains to specify in what order are the triangles visited; equivalently, to describe the
space-filling path. In the case that we consider now, where the decoration tn consists of a
single spanning tree, the path is simply the contour path going around the tree (starting from
the root), i.e., the unique loop L0 separating the primal and dual spanning trees, with its
orientation inherited from that of the root edge of mn. Hence in this case, we can associate
to (mn, tn) a sequence w (or word) made up of N letters in the alphabet Θ = {h, c,H,C}.
We will see below that subject to certain natural conditions on the word w, this map is
actually a bijection.
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a. b.

c. d.

Figure 7: a: a map with a spanning tree. b: Spanning tree and dual tree. c: Refinement
edges. d: Loop separating the primal and dual spanning trees, to which a root (refined)
edge has been added in bold.

Observe that we always have N = 2n. To see why, recall that there is one letter for every
triangle, so N is the total number of triangles. Moreover, each triangle can be identified
with an edge (or in fact half an edge, because each edge is visited once when the burger is
produced and once when it is eaten), and so

N = 2(E(tn) + E(t†n)) = 2(V (tn)− 1 + V (t†n)− 1).

Now V (tn) = V (mn), since tn is spanning, and V (t†n) = V (m†
n) = F (mn). This gives that

N = 2(V (mn) + F (mn)− 2), (4.5)

and applying Euler’s formula together with the fact F (mn) = n, we find that N = 2n.
To summarise, given (mn, tn) a rooted, spanning tree decorated map with n edges, we

can uniquely define a word w of length 2n in the letters {h, c,H,C}. Observe further that
under the reduction rules

cC = hH = ∅, cH = Hc and hC = Ch,
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Figure 8: From symbols to map. The current position of the interface (or last discovered
refined edge) is indicated with a bold line. Left: reading the word sequence from left to right
or into the future. The map in the center is formed from the symbol sequence chc. Right:
The corresponding operation when we go from right to left (or into the past). The map in
the center now corresponds to the symbol sequence CHC.

we have w = ∅ (here w denotes the reduction of the word w). This corresponds to the fact
that every burger produced is eaten, and every food order corresponds to a burger that was
produced before. Subject to the condition w̄ = ∅, it is easy to see that the map (mn, tn) 7→ w
is a bijection. See, e.g., Figure 8 for a proof by picture.

Now we go a step further, and associate to this word w a pair (Xk, Yk)1≤k≤2n, which
count the number of hamburgers and cheeseburgers respectively in the stack at any given
time 1 ≤ k ≤ 2n (i.e., the number of hamburgers or cheeseburgers which have been produced
prior to time k but get eaten after time k). Note that (X, Y ) is a process which starts from
the origin at time k = 0, and ends at the origin at time k = 2n. Moreover, by construction
X and Y both stay non-negative throughout. We call a process (Xk, Yk)0≤k≤2n satisfying
these properties a discrete excursion (in the quarter plane). So at this point, we have
associated with any (mn, tn) as above, a unique discrete excursion (X, Y ) of length 2n.

Conversely, given such a process (X, Y ) we can associate to it a word w in the letters of
Θ such that (X, Y ) is the net burger count of w. Obviously w reduces to ∅ and so, as we
have seen above, this word w specifies a unique pair (mn, tn).

Another property which is easy to check (and easily seen on the picture) is that the
excursions X and Y encode the spanning tree tn and dual spanning tree t†n in the sense that
they are the contour functions of these trees: at a given time k, Xk denotes the height in
the tree (distance to the root) of the last vertex discovered prior to time k.

Remark 4.2. It may be useful to recast the above connections in the language of queues,
where customers are being served one at the time. More precisely, a queue (in discrete
time) is a process where at each unit of time either a new customer arrives, or a customer
at the front of the queue is being served and leaves the queue forever. Any queue can be
equivalently described by a tree t or an excursion X. Indeed, a tree structure t can be
defined from the queue, by declaring that any customer c arriving during the service of a
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Figure 9: e: The word associated to (mn, tn) is: w = hhhcHcHhCcHHCC f: The hamburger
and cheeseburger counts, as well as the trees encoded by these excursions (which are identical
to the primal and dual spanning trees, respectively).

customer c′ is a child of c′. An excursion X can be defined by simply counting the queue
length at each time. Note that X is nothing but the contour function of the tree t (meaning
the discrete process which measures the height of the tree t as it goes around it in depth-first
order; see [LG05] for much more about this). In our case, the tree t is simply the spanning
tree on the map.

When (Mn, Tn) are random and sampled according to (4.4), the corresponding random
excursion (X, Y ) is clearly chosen uniformly from the set of all possibilities. It therefore
follows from classical results of Durrett, Ingleheart and Miller [DIM77] that as n→∞,

1√
n

(Xb2ntc, Yb2ntc)0≤t≤1 → (et, e
′
t)0≤t≤1

where e, e′ are independent Brownian (one-dimensional) excursions (i.e., the pair (e, e′) is
Brownian excursion in the quarter plane). This property implies (see e.g. Lemma 2.4 in
Le Gall’s comprehensive survey [LG05]) that, in the Gromov–Hausdorff sense, the primal
and dual spanning trees converge after rescaling the distances by a factor n−1/2, to a pair of
independent Continuous Random Trees (CRTs) [Ald93].

We summarise our findings, in the case of UST weighted random planar maps, in the
following theorem.

Theorem 4.3. The set of (rooted) spanning-tree decorated maps (mn, tn) with n edges are
in bijection with excursions (Xk, Yk)0≤k≤2n in the quarter plane. When (Mn, Tn) is random
and distributed according to (4.4), the pair of trees (Tn, T

†
n) converges after scaling distances

(in each tree) by a factor n−1/2, to a pair of independent Continuous Random Trees (CRTs).

Note that the map Mn itself can then be thought of as a gluing of two discrete trees
(i.e. the primal and dual spanning trees, which are glued along the space-filling path). In
the scaling limit, this pair of trees becomes a pair of independent CRTs. As it turns out,
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the procedure of gluing these two trees has a continuum analogue, which is described in the
work of Duplantier, Miller and Sheffield [DMS14]. This is the mating of trees approach to
LQG, and is an extremely powerful and fruitful point of view that we will describe in more
detail later on. (To be added.)

4.4 The loop-erased random walk exponent

A loop-erased random walk (or LERW for short) is the process that one obtains when erasing
the loops chronologically as they appear on a simple random walk trajectory. There is a well-
known and very deep connection between uniform spanning trees and loop-erased random
walks, which was discovered by Wilson [Wil96], and may be used to efficiently simulate
such trees. This relation is known as Wilson’s algorithm; see Chapter 4 of [LP16] for
a thorough discussion. Here we will only need the following result, which may be seen
as a straightforward consequence of Wilson’s algorithm, but which was first discovered by
Pemantle [Pem91] (prior to [Wil96]). We state and prove it here, since the proof is short
and rather beautiful.

Theorem 4.4. If x and y are two points of an arbitrary finite (connected, undirected) graph
G, and if T is a UST on G, then the branch of T from x to y has the same distribution as
a loop-erased random walk from x run until it hits y.

Proof. For a possibly infinite path γ = (γ0, γ1, . . .) on the vertices V of the graph, let T (γ)
be the rooted tree obtained by retaining only the edges (γj, γj+1) which do not close a loop:
i.e., keep this edge if and only if there is no i < j such that γi = γj (the root is the
starting point γ0 of the path). It is obvious that this generates an acyclic graph; if the path
visits every vertex then T (γ) is a spanning tree. Now suppose that (Xn)n≥0 is a stationary
random walk on G, so that X0 is distributed according to its equilibrium measure π, and
let γn = (Xn, Xn+1, . . .) be the path started from Xn. Then the claim is that (T (γn), Xn)
defines a Markov chain on rooted spanning trees. This is best seen by viewing the tree T (γn)
as rooted at the directed edge en = (Xn, Xn+1). Then one step of the Markov chain is as
follows. First choose an e′ uniformly at random from the neighbours of the head e+ of the
edge e. Add it to the tree T , this now creates a cycle (possibly a double edge). Then remove
form the tree T the unique edge touching the tail e− in this cycle. See [LP16, Chapter 4.4]
for an illuminating alternative description of this argument.

When X is stationary then so is (T (γn), Xn). But the unique invariant (reversible)
measure for such a chain is clearly π̃(t, v) = deg v, the degree of the root of T . This is known
as the Markov chain tree theorem. This particular algorithm for generating a uniform
spanning tree is known as the Aldous–Broder algorithm. . Hence, when we condition on
X0 = v, we get the conditional distribution of the unrooted tree T obtained from ignoring
the root in the rooted tree T (γ0) as

P(T = t|X0 = v) =
P((T (γ0), X0) = (t, v))

π(v)
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∝ π̃(t, v)

deg(v)
∝ 1.

So T is a uniform (unrooted) spanning tree, and note that (remarkably) the law of T hence
does not depend on the starting point v.

Now suppose the random walk X is started at X0 = x, and consider the above construc-
tion of T (X) which yields (as shown above) a uniform spanning tree. It is easy to check that
the branch β of T (X) connecting x to y is a simple random walk from x to y from which
we have removed all the loops in a reverse-chronological order: that is, let γ be the path X
run until it hits y, and let γ∗ denote its time reversal. Then β is the loop-erasure Λ(γ∗).
The result is therefore proved if we show that Λ(γ) = Λ(γ∗) in distribution, when viewed as
a set of edges. The reason why this is true is because the ways the cycle are traversed can
always be rearranged so that the backward erasure becomes the forward loop-erasure, and
the probability of the whole path is unchanged by this reordering.

Another (perhaps more direct) way of seeing this is by considering a bi-infinite stationary
version of the random walk (γn, n ∈ Z) and looking at the tree associated with the time
reversal γ̂n = γ−n. Again, we refer to [LP16] for more details on this argument.

Therefore, we may deduce from Theorem 4.3 the following result about the loop-erased
random walk.

Theorem 4.5. Let (Mn, Tn) be chosen as in (4.4) and let x, y be two vertices chosen inde-
pendently and uniformly on Mn. Let (Λk)0≤k≤ξn be a LERW starting from x, run until the
random time ξn when it first hits y. Then

ξn√
n
→ ξ∞

in distribution, where ξ∞ is a random variable that has a nondegenerate distribution (in the
sense that ξ∞ ∈ (0,∞) a.s.)

Proof. Let (Xk, Yk)1≤k≤2n be the pair of excursions which describes the map (Mn, Tn). Then
note that ξn may be identified with the value of the excursion X at a time k that is uniformly
(and independently) chosen between 1 and 2n. As a consequence, Theorem 4.5 holds with
ξ∞ = e(U), where e is a Brownian excursion e and U is chosen uniformly from (0, 1).

Scaling exponent of LERW. We now explain how the above result can be used to
compute an exponent for the loop-erased random walk. Let Λ = {Λ0, . . . ,Λξn} denote
the loop-erasure of a random walk on Mn, run from a uniformly chosen vertex x until the
hitting time of another uniformly chosen vertex y, as above. Then Λ may be viewed as an
independent random “fractal” set on Mn, whose size is |Λ| = n1/2+o(1). Since Mn has n1+o(1)

vertices, this means that Λ has a quantum scaling exponent given by

∆ = 1/2
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(recall our discussion from Section 3.13). We can therefore (at least informally) use theKPZ
relation to compute the equivalent exponent for a loop-erased random walk on the square
lattice. To do so, we must first find the correct value of γ: the constant in front of the GFF
which describes the scaling limit of the conformally embedded planar mapMn. This is given
by the relation (4.2) when q = 0 (which, as explained at the beginning of this section, indeed
corresponds to the uniform spanning tree weighted map model of (4.4)). Plugging q = 0
yields

γ =
√

2.

Note that this is consistent with the conjecture (known to be true on the square lattice
by results of [LSW04]) that the interface separating a uniform spanning tree from its dual,
converges in the scaling limit to an SLE curve with parameter κ′ = 8.

Therefore, the Euclidean scaling exponent x of the loop-erased random walk should
satisfy

x =
γ2

4
∆2 + (1− γ2

4
)∆ = 3/8.

In particular, we conclude that in the scaling limit, a loop-erased random walk on the square
lattice has dimension

dHausdorff = 2− 2x = 5/4.

This is in accordance with Beffara’s formula [Bef08] for the dimension of SLE: indeed, in
the scaling limit, LERW is known to converge to an SLEκ curve with κ = 2. This is closely
related to the above-mentioned scaling limit result for the UST, due to Lawler, Schramm
and Werner [LSW04], and is proved in the same paper. Beffara’s result [Bef08] states that
the Hausdorff dimension of SLEκ is (1 + κ/8) ∧ 2. In the case κ = 2 this is exactly 5/4, as
above.

In fact, this exponent for LERW had earlier been derived by Kenyon in a remarkable
paper [Ken00], building on his earlier work on the dimer model and the Gaussian free field
[Ken01].

4.5 Sheffield’s bijection in the general case

We now describe the situation when m̄n ∈ Mn but the collection of edges tn is arbitrary
(i.e., not necessarily a tree), which is more delicate. Note that in the case of spanning trees
there was only one loop present, but now there will generally be more than one. These loops
are densely packed in the sense that every triangle is part of some loop, as illustrated in
Figure 3. Indeed, each triangle consists of an edge of some type and a vertex of the opposite
type, so must contain a loop separating the two associated clusters. In this case we will
see that we can still define a canonical space-filling interface (i.e., a curve which visits every
single triangle exactly once). We will now describe this curve.

Recall that L0 is the loop containing the root triangle of the map m̄n, oriented parallel
to the orientation of the root edge of mn. We view L0 as an oriented collection of adjacent
triangles (the triangles traversed by the loop). In general, L0 does not cover every triangle
of m̄n, and we may consider the connected components C1, . . . , Ck which are obtained by

103



removing all the triangles of L0. Note that L0 is adjacent to each of these components, in
the sense for each 1 ≤ i ≤ k, it contains a triangle that is opposite a triangle in Ci. For
each i, let Ti be the last (with respect to the orientation of the loop and its starting point)
triangle that is adjacent to Ci. The triangle opposite Ti is in Ci and together they form a
quadrangle. In order to explore all of the map and not just L0, we will first modify the map
by flipping the diagonal of this quadrangle, for every 1 ≤ i ≤ k. It can be seen that having
done so, we have reduced the number of loops on the map by exactly k (each such flipping
has the effect of merging two loops). We may then iterate this procedure until there is only
a single loop left, the loop L0 (which now fills the whole map). This loop separates primal
and dual clusters of the modified map, in the sense that it has only primal clusters on one
side, and dual clusters on the other (we will see below that these clusters are in fact spanning
trees).

So we now have a canonical space-filling path which allows us to explore the map as in
Section 4.3. As before, we can describe the type of triangles we see in this exploration using
the symbols h, c,H,C. When we explore a triangle corresponding a flipped quadrangle for
the first time, we record its type (either h, c) according to its type after having flipping the
edge. However, when we visit its opposite triangle we record the fact that this is a special
edge (which must be flipped to recover the original map) by the symbol F. The letter F
stands for “flexible” or “freshest” order. (We will see below a more precise interpretation in
terms of queues, or hamburgers and cheeseburgers.) In this way, we may associate to the
decorated map (mn, tn) a list w of 2n symbols w = (Xi)1≤i≤2n taking values in the alphabet
Θ = {h, c,H,C,F}.

We will see below the properties of this word (essentially, it reduces to ∅ with the ap-
propriate definition of reduction when there is an F) and that the map from (mn, tn) to w
subject to this constraints is a bijection. For now, we make the important observation that
each loop corresponds to a unique symbol F, except for the loop through the root.

Inventory accumulation. Recall that we can interpret an element in {h, c,H,C}2n as
a last-in, first-out inventory accumulation process in a burger factory with two types of
product: hamburgers and cheeseburgers. Think of a sequence of events, occurring once per
unit time, in which either a burger is produced (either ham or cheese) or there is an order of a
burger (either ham or cheese). The burgers are put in a single stack and every time there is
an order of a certain type of burger, the freshest burger in the stack of the corresponding type
is removed. The symbol h (resp. c) corresponds to a ham (resp. cheese) burger production
and the symbol H (resp. C) corresponds to a ham (resp. cheese) burger order.

The inventory interpretation of the symbol F is the following: this corresponds to a
customer demanding the freshest or the topmost burger in the stack, irrespective of the
type. In particular, whether an F symbol corresponds to a hamburger or a cheeseburger
order depends on the topmost burger type at the time of the order. Thus overall, we can
think of the inventory process as a sequence of symbols in Θ with the following reduction
rules

• cC = cF = hH = hF = ∅,
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a.

L0

b.

T1

T2

L0

c. d.

h

c

h

h

F

H
C

H

c
c

h

F

H

C

Figure 10: Generating a word from a decorated map in the general case. a. The decorated
map is as in Figure 3, with the (oriented) root loop L0. b. The complement of L0 consists
of two components, C1 and C2. T1 and T2 are the last triangles visited by the loop L0 that
share an edge with a triangle in C1 and C2 respectively. c. We flip the diagonals of the
quadrangles associated with T1 and T2. d. We obtain a single space-filling loop (drawn in
black). To this path we can again associate a word in {h, c, H, C}. However, we also record
the second visit to a flipped quadrangle by replacing the symbol C or H by the symbol F.
The word here is thus hchccHHFhhCCHF. Note the non obvious fact that after flipping, the
primal and dual clusters have become trees.
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• cH = Hc and hC = Ch.

Given a sequence of symbols w, we denote by w̄ the reduced word formed via the above
reduction rule.

Reversing the construction. Given a sequence w of symbols from Θ, such that w̄ = ∅,
we can construct a decorated map (mn, tn) as follows. First, we convert all the F symbols
to either an H or a C symbol depending on its order type. Then, we construct a spanning
tree decorated map as described in Section 4.3 (see in particular Figure 8). The condition
w̄ = ∅ ensures that we can do this. To obtain the original loop-decorated map, we simply flip
the type of every quadrangle which has one of the triangles corresponding to an F symbol.
That is, if a quadrangle formed by primal triangles has one of its triangles coming from an
F symbol, then we replace the primal map edge in that quadrangle by the corresponding
dual edge and vice versa. The interface is now divided into several loops (and the number
of loops is exactly one more than the number of F symbols). In particular:

Theorem 4.6 (Sheffield, [She16b]). The map (mn, tn) 7→ w (subject to w = ∅) is a bijection.

Two canonical spanning trees. It is not obvious but true that after flipping, the corre-
sponding primal and dual decorations of the map have become two mutually dual spanning
trees. One way to see this is as follows: observe that after flipping, we have (as already
argued) a single space-filling loop which separates primal and dual clusters of the resulting
modified map. These clusters are of course spanning, and they cannot contain non-trivial
cycles, else the loop would either not be space-filling or consist of multiple loops. Therefore,
we can again think of Mn as a gluing of two spanning trees, which are glued along the space-
filling path (i.e., along their contour functions). Again, this perspective is a crucial intuition
which guides the mating of trees approach to Liouville quantum gravity [DMS14]. We
will survey this later on.

Generating FK-weighted maps. A remarkable consequence of Theorem 4.6 is the fol-
lowing simple way of generating a random planar map from the FK model (4.1). Fix p ∈
[0, 1/2), which will be suitably chosen (as a function of q) below in (4.8). Let (X1, . . . , X2n)
be i.i.d. with the following law

P(c) = P(h) =
1

4
,P(C) = P(H) =

1− p
4

,P(F) =
p

2
, (4.6)

conditioned on X1, . . . , Xn = ∅.
Let (Mn, Tn) be the random associated decorated map (via the bijection described above).

Then observe that since n hamburgers and cheeseburgers must be produced, and since #H+
#C = n−#F,

P((Mn, Tn) = (mn, tn)) =

(
1

4

)n(
1− p

4

)#H+#C (p
2

)#F
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∝
(

2p

1− p

)#F

=

(
2p

1− p

)#`(mn,tn)−1

(4.7)

Thus we see that (Mn, Tn) is a realisation of the critical FK-weighted cluster random map
model with

√
q =

2p

(1− p)
. (4.8)

Notice that p ∈ [0, 1/2) corresponds to q = [0, 4). From now on we fix the value of p and q
in this regime. Recall that q = 4 is believed to be a critical value for many properties of the
map; indeed later on we will later show that a phase transition occurs at p = 1/2 (q = 4)
for the geometry of the map. Intuitively, it is perhaps not surprising that the value p = 1/2
marks a distinction from the point of view of inventory accumulation.

4.6 Infinite volume limit

The following theorem due to Sheffield [She16b], and made more precise later by Chen
[Che17], shows that the decorated map (Mn, Tn) has a local limit as n → ∞ in the local
topology. Roughly two (decorated) maps are close in the local topology if the finite maps
(and their decorations) near a large neighbourhood of the root are isomorphic as decorated
maps.

Theorem 4.7 ([She16b, Che17]). Fix p ∈ [0, 1
2
). We have

(Mn, Tn)
(d)−−−→

n→∞
(M,T )

with respect to the local topology, where (M,T ) is the unique infinite decorated map associated
with a bi-infinite i.i.d. sequence of symbols (Xn)n∈Z having law (4.6).

Sketch of proof. We now give the idea behind the proof of Theorem 4.7. Let X1, . . . , X2n be
i.i.d. with law given by (4.6), and denote by E2n the event that X1 . . . X2n = ∅.

A key step is to show the following.

Lemma 4.8 ([She16b, Che17]). Let X1, . . . , X2n be i.i.d. with law (4.6). Then P(E2n) decays
subexponentially in n, i.e., logP(E2n)/n→ 0 as n→∞.

We will not prove this statement (although we will later come back to it and explain it
informally). Instead we explain how Theorem 4.7 follows.

Notice that uniformly selecting a symbol 1 ≤ I ≤ 2n corresponds to selecting a uniform
triangle in (M̄n, T̄n), which in turn corresponds to a unique oriented edge in Mn. Because of
invariance of the decorated map (Mn, Tn) under re-rooting, we claim that it suffices to check
the convergence in distribution of a large neighbourhood of the triangle corresponding to XI

in M̄n.
Let r > 0. We will first show that for any fixed word w of length 2r + 1 in the alphabet

Θ,
P(XI−r . . . XI+r = w

∣∣E2n)→ P(w) := P(X−r . . . Xr = w). (4.9)
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To see (4.9), observe that that the conditional probability on the left hand side is equal to
f + o(1) as n → ∞, where f is the fraction of occurrences of w in X, and the o(1) term is
uniform. Hence it suffices to check that E(f |E2n) → P(w). To do this, for arbitrary ε > 0
we define An = {|f − P(w)| ≤ ε}, and write

E(f |E2n) = E(f1An|E2n) + E(f1Acn|E2n).

Now the first term E(f1An|E2n) is equal to (P(w) +O(ε))P(An|E2n)), while the second term
satisfies

E(f1Acn|E2n) ≤ P(Acn|E2n) ≤ P(Acn)

P(E2n)
.

However, P(Acn) → 0 exponentially fast as n → ∞, by basic large deviation estimates
(Cramer’s theorem). This means that E(f1Acn|E2n) converges to zero by Lemma 4.8, and
also that P(An|E2n)→ 1 as n→∞. We can conclude that E(f1An) and therefore E(f |E2n)
converges to P(w) as n→∞, which proves (4.9).

To conclude the theorem, it remains to show that convergence of the symbols locally
around a letter implies local convergence of the maps. This is a consequence of Exercise
1.

One important feature arising from the proof of Lemma 4.8 in [She16b], is that every
symbol in the i.i.d. sequence {Xi}i∈Z has an almost sure unique match, meaning that every
burger order is fulfilled (it corresponds to a burger that was produced at a finite time before),
and every burger that is produced is consumed at some finite later time, both with probability
1. In the language of maps, this is equivalent to saying that the map M has no edge “to
infinity”. For future reference, let ϕ(i) denote the match of the ith symbol. Notice that
ϕ : Z 7→ Z defines an involution on the integers.

4.7 Scaling limit of the two canonical trees

We now state (without proof) one of the main results of Sheffield [She16b], which gives a
scaling limit result for the geometry of the infinite volume map (M,T ) defined in Theo-
rem 4.7. Recall that (M,T ) is completely described by a doubly infinite sequence (Xn)n∈Z
of i.i.d symbols in the alphabet Θ, having law (4.6). Associated to such a sequence we can
define two processes (Hn)n∈Z and (Cn)n∈Z which count the respective number of hamburgers
and cheeseburgers present in the queue at time n ∈ Z. These numbers are defined relative
to time 0, so (H0, C0) = (0, 0).

This scaling limit is most conveniently phrased as a scaling limit for H = (Hn)n∈Z and
C = (Cn)n∈Z (although the statement of Sheffield [She16b] concerns instead H + C and
the discrepancy H − C). We first state the result and then make some comments on its
significance below.

Theorem 4.9. Let p ∈ [0, 1], and let C,H be as above. Then(
Hbntc√
n
,
Cbntc√
n

)
−1≤t≤1

→ (Lt, Rt)−1≤t≤1
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as n → ∞, where (Lt, Rt)t∈R is a two-sided Brownian motion in R2, starting from 0 and
having covariance matrix given by

Var(Lt) = Var(Rt) =
1 + α2

4
|t| ; Cov(Lt, Rt) =

1− α2

4
|t|

and
α = max(1− 2p, 0).

See [She16b, Theorem 2.5] for a proof. We now make a few important remarks about
this statement.

• This scaling limit result should be thought of as saying something about the large scale
geometry of the map (M,T ). Equivalently, what it looks like after scaling down by
a large factor. However, what this actually means is not a priori obvious: really, the
theorem only says that the pair of trees converge to correlated (infinite) CRTs. Later,
we will see that this can be viewed (by definition) as convergence in the peanosphere
topology, which is a fairly weak notion of convergence. In particular, it does not say
anything about convergence of the metric on M .

• Notice that when p ≥ 1/2 (corresponding to q ≥ 4 in terms of the FK model (4.1),
see (4.8)) we have α = 0, so Lt = Rt for all t ∈ R. This is because the proportion of
F orders is large enough that there can be no discrepancy in the scaling limit between
hamburgers and cheeseburgers.

• However, when p ≤ 1/2 (corresponding to q ≤ 4), the correlation between L and R is
non-trivial. When p = 0 (corresponding to q = 0) they are actually independent. This
last case should be compared with the case of spanning-tree weighted maps (Theorem
4.3). In general, this suggests that the scaling limit of the map (M,T ), if it exists, can
be viewed as a gluing of two (possibly correlated) infinite CRTs; meaning that their
contour (or alternatively their height) functions are described by a two-sided infinite
Brownian motion (rather than a Brownian excursion of duration one). This fact is
made rigourous (and will be discussed later on) in the mating of tree approach to
LQG of [DMS14]. Note in particular that in the case q ≥ 4, the two corresponding
trees are identical, meaning that the map should degenerate to a CRT in the scaling
limit. This is in contrast with the case q < 4, where the limit maps are expected to be
homeomorphic to the sphere almost surely.

• Hn, Cn also have a geometric interpretation, as the boundary lengths at time n on the
left- and right-hand sides of the space-filling interface (relative to time 0).
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Figure 11: An random planar map with law (4.1) for q = 1 (uniform case), generated using
Sheffield’s bijection of Theorem 4.6. The map has been embedded using circle packing.
Shown in blue and red are the primal and dual spanning trees. In the infinite volume limit
and then in the scaling limit, these trees become correlated infinite CRTs. This is guaranteed
by Theorem 4.9.
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4.8 Exponents associated with FK weighted random planar maps

? In this short section, some critical exponents of random planar maps are computed
heuristically. This section can be skipped on a first reading, as none of those results are
needed later on.

It is possible to use Theorem 4.9 to obtain very precise information on the geometry of
loops on the map (M,T ). In particular, it is possible to check that large loops have statistics
that coincide with those of CLEκ′ , where the value of κ′ is related to q ∈ (0, 4) via (4.3),
thereby giving credence to the general conjectures formulated in Section 4.2. This line of
reasoning has been pursued very successfully in a string of papers by Gwynne, Mao and Sun
[GMS19, GS17, GS15]. We will present here a slightly less precise (but easier to state) result
proved in [BLR17]. Let L0 denote the loop containing the root triangle in the infinite map
(M,T ); here as usual we identify a loop with the set of triangles through which it passes.
Let L denote its length (the number of triangles it passes through) and let A denote its
area, meaning the number of triangles surrounded by it (where the “inside” of the loop is the
connected component of the loop which does not contain infinity).

Let
p0 =

π

4 arccos

(√
2−√q
2

) =
κ′

8
∈ (1/2, 1), (4.10)

where q and κ′ are related as in (4.2). The following is the main result in [BLR17].

Theorem 4.10. Let 0 < q < 4. The random variables L and A satisfy

P(L > k) = k−1/p0+1+o(1), (4.11)

and
P(A > k) = k−(1−p0)+o(1) (4.12)

as k →∞.

Results in [GMS19, GS17, GS15] are analogous and more precise, in particular showing
regular variation of the tail at infinity. (As a consequence, the sum of loop lengths and areas,
in the order that they are discovered by the space-filling path, can be shown to converge
after rescaling to a stable Lévy process with appropriate exponent).

A particular consequence of Theorem 4.10 is that we expect the longest loop in the map
Mn to have size roughly np0+o(1); that is,

max
`∈(Mn,Tn)

|`| = np0+o(1) (4.13)

as n → ∞. Indeed, first note that the loop L0 containing the origin is biased by its length
(since it contains 0) and so for a uniformly chosen loop L, we expect the length exponent to
satisfy

P(|L| ≥ k) = k−1/p0+o(1).

111



Heuristically, to derive (4.13), one then observes that Mn contains order n loops whose
lengths are roughly i.i.d. with tail exponent α = 1/p0. The maximum value of this sequence
of lengths is then easily shown to be of order n1/α+o(1) = np0+o(1).

We will not prove Theorem 4.10, but we will discuss in Exercise 4 an interesting ap-
plication using the KPZ formula. These exponents are obtained (both in [BLR17] and
[GMS19, GS17, GS15]) through a connection with a random walk in a cone. A simple
setting, where it is easier to see this connection, is in the following result.

Proposition 4.11 ([GS17]). Let 0 < q < 4, and let E2n be the event that the word w =
X1 . . . X2n reduces to w̄ = ∅. Then

P(E2n) = n−2p0−1+o(1) = n−1−κ′/4+o(1),

as n→∞. In particular, P(E2n) decays subexponentially.

Sketch of proof. We give a rough idea of where this exponent comes from, as it allows us to
illustrate the connection to random walk in a cone, as mentioned above. A rigourous proof
of this result may be found in [GS17].

The first step is to describe E2n in terms of the burger count processes H and C of
Theorem 4.9. In particular, we note that the event E2n is equivalent to the conditions

• Ci, Hi ≥ 0 for 0 ≤ i ≤ 2n; and

• C2n = 0, H2n = 0

on H and C. Indeed, the first condition holds since if at some point 1 ≤ k ≤ 2n the
burger count C or H becomes negative, this must be because of an order whose match in
the bi-infinite sequence (Xk)k∈Z was in the past, i.e. ϕ(k) < 0. Therefore, the event E2n is
equivalent to the process Zk = (Ck, Hk)1≤k≤2n being an excursion in the top right quadrant
of the (C,H) plane, starting and ending at the origin.

This probability may be computed approximately (or rather, heuristically here) using
Theorem 4.9. To do this it is useful to apply first a linear map of the (C,H) plane so as
to deal with independent Brownian coordinates in the limit. More precisely, we apply the
linear map Λ defined by

Λ = (1/σ)

(
1 cos(θ0)
0 sin(θ0)

)
,

where θ0 = π/(2p0) = 4π/κ′ = 2 arctan(
√

1/(1− 2p) and σ2 = (1 − p)/2. A direct but
tedious computation shows that Λ(Lt, Rt) is indeed a standard planar Brownian motion.
(The computation is easier to do by reverting to the original formulation of Theorem 4.9 in
[She16b], where it is shown that C+H and (C−H)/

√
1− 2p converge to a standard planar

Brownian motion). Note that the top right quadrant transforms under Λ, see Figure 12, into
the cone C(θ0) of angle θ0 with apex at zero.

We therefore consider the analogous question for two-dimensional Brownian motion.
Namely, let B be a standard planar Brownian motion, starting from some point z ∈ C(θ0)
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#c

#h

θ0#c

#h Λ

Figure 12: The coordinate transformation. In these new axis, the burger counts H and C
become independent Brownian motions; the event E2n then corresponds to Λ(Z) making a
long excursion in the cone C(θ0) of angle θ0 = π/(2p0) = 4π/κ′, starting and and ending at
its apex.

with |z| = 1. Let T be the first time that B leaves C(θ0). Then from Theorem 4.9 it is
reasonable to guess that

P(E2n) ≈ Pz(T > t; |Bt| ≤ 1), with t = n1+o(1).

For this we first claim that
P(T > t) = t−p0+o(1) (4.14)

as t → ∞. To see why this is the case, consider the conformal map z 7→ zπ/θ0 , which sends
the cone C(θ0) to the upper-half plane. In the upper-half plane, the function z 7→ =(z) is
harmonic with zero boundary condition, and so in the cone, the function

z 7→ g(z) := rπ/θ0 sin

(
πθ

θ0

)
; z ∈ C(θ0),

is also harmonic. Applying the optional stopping theorem at time T ∧ t, the only nonzero
contribution to MT∧t comes from the event T > t. On the other, conditionally on T > t,
then |Bt is likely to be at distance

√
t, in which case MT∧t ≈ tπ/(2θ0) = tp0 . It is not hard to

deduce (4.14).
We now claim that the desired probability

Pz(T > t; |Bt| ≤ 1) = t−2p0−1+o(1) as t→∞. (4.15)

To see this, we split the interval [0, t] into three intervals of equal length t/3. In order for
the event on the left-hand side to be satisfied, three things must happen during these three
intervals.

• Over the interval [0, t/3], B must not leave the cone. This has probability t−p0+o(1) by
(4.14).

• At the other extreme, if we reverse the direction of time, we also have a Brownian
motion started close to the tip of the cone that must not leave the cone for time t/3.
Again, this has probability t−p0+o(1).
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• Finally, given the behaviour of the process over [0, t/3] and [2t/3, t], the process must
go from Bt/3 to B2t/3 in the time interval [t/3, 2t/3], and stay inside the cone. The
latter requirement actually has probability bounded away from zero (because Bt/3 and
B2t/3 are typically far away from the boundary of the cone), so it remains to compute
the probability to transition between these two endpoints. However this is roughly of
order t−1+o(1), since we are dealing with a Brownian motion in dimension two.

Altogether, we obtain that Pz(T > t; |Bt| ≤ 1) = t−2p0−1+o(1), as desired.

4.9 Exercises

1. Let x1, . . . , x2n be a sequence of 2n letters in the alphabet Θ = {c, h,C,H,F} and
suppose that the corresponding word w = x1 . . . x2n reduces to w̄ = ∅. For each
1 ≤ i ≤ 2n, denote by ϕ(i) the unique match of i: meaning that if i corresponds to
production of a specific burger, then ϕ(i) is the unique time at which this burger is
consumed, and vice versa.

Let us draw a map m as follows. Start with the line segment having vertices 1, . . . , 2n
and horizontal nearest neighbour edges. Draw an arc between i and ϕ(i) for each
1 ≤ i ≤ 2n; this arc is drawn in the upper half plane for a hamburger, and in the lower
half plane for a cheeseburger.

(a) Show that the arcs can be drawn in a planar way (so they don’t cross one another).

(b) Then show that this results in a planar map which is identical the planar map
encoded by the word w via Sheffield’s bijection. See [Che17] for additional details
on this interpretation. Deduce that local convergence of maps is equivalent to lo-
cal convergence of the symbols encoding them via Sheffield’s bijection, as claimed in
Theorem 4.7.

2. The reduced walk. Consider the infinite decorated planar map (M,T ) of Theo-
rem 4.7, and let (Xn)n∈Z denote the bi-infinite sequence of symbols encoding it via
Sheffield’s bijection. Let us assume that q > 0 or equivalently p > 0, where p and q are
related via (4.8) and p is the proportion of F symbols. Define a backward exploration
process (cn, hn)n≥1 of the map, which keeps track of the number of C and H in the
reduced word, as follows. Let (c0, h0) = (0, 0). Suppose we have performed n steps
of the exploration and defined cn, hn and in this process, we have revealed triangles
corresponding to symbols (X−m, . . . , X0). We inductively define the following.

• If X−m−1 is a C (resp. H), define (cn+1, hn+1) = (cn, hn) + (1, 0) (resp. (cn, hn) +
(0, 1)).

• If X−m−1 a c (resp. h), (cn+1, hn+1) = (cn, hn) + (−1, 0) (resp. (cn, hn) + (0,−1)).

• If X−m−1 is F, then we explore X−m−2, X−m−3 . . . until we find the match of
X−m−1. Let |Rn+1| denote the number of symbols in the reduced word Rn+1 =
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Xϕ(−m−1) . . . X−m−1. Show that Rn+1 contains only symbols of one type. If Rn+1

consists of H symbols, define (cn+1, hn+1) = (cn, hn) + (0, |Rn+1|). Otherwise, if
Rn+1 consists of C symbols define (cn+1, hn+1) = (cn, hn) + (|Rn+1|, 0).

Show that the walk (cn, hn)n≥0 is a sum of independent and identically distributed
random variables. Note that this is in contrast to Theorem 4.9. It can be shown that
these random variables are in fact centered when q ≤ 4 (see [She16b]).

3. Bubbles. Consider the infinite decorated planar map (M,T ) of Theorem 4.7, and let
(Xn)n∈Z denote the bi-infinite sequence of symbols encoding it via Sheffield’s bijection.
Let us assume that q > 0 or equivalently p > 0, where p and q are related via (4.8) and
p is the proportion of F symbols. Let us condition on the event X0 = F. Let ϕ(0) ≤ 0
denote the match of this symbol. The word w = Xϕ(0) . . . X0 encodes a finite planar
map, called the bubble or envelope of the map at 0. This bubble corresponds to a
finite number of loops of (M,T ) (note that this is in general more than a single loop of
(M,T ) containing the root triangle, as there can be other F symbols in w). This notion
was pivotal in [BLR17] where it was used to derive critical exponents of Theorem 4.10.
This exercise gives one of the main steps in the derivation of this theorem.

(a) Assume without loss of generality that Xϕ(0) = h. Give a description of the reduced
word w̄. By considering the random length N = |ϕ(0)| of w and the random length K
of the reduced word w̄, describe the event {N = n,K = k} in terms of a certain cone
excursion for the reverse two-dimensional walk (C−i, H−i)0≤i≤n. Explain why N is the
area of the bubble and K the length of its outer boundary.

(b) Arguing at the same level of rigour as in Proposition 4.11, show that there are
exponents parea and pboundary such that

P(N ≥ n) = n−parea+o(1); P(K ≥ k) = k−pboundary+o(1)

where pboundary/2 = parea = p0, and

p0 = π

(
4 arccos

(√2−√q
2

))−1

=
κ′

8
∈ (1/2, 1),

was defined in (4.10).

The next three exercises use exponents derived in this chapter together with the KPZ
formulas of the previous chapter to give predictions (in some cases proved through other
methods) about the value of certain critical exponents associated with random fractals
which can be defined without any reference to random planar maps.

4. Use (4.13), the KPZ relation, and the relation

q = 2 + 2 cos(8π/κ′)

between q and κ′, to recover (non-rigourously) that the dimension of SLEκ′ is 1 + κ′/8
for κ′ ∈ (4, 8).
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5. Consider simple random walk on the (infinite) uniform random planar map. If n ≥ 1,
a pioneer point for the walk (X1, . . . Xn) is a point x such that x is visited at some
time m ≤ n and is on the boundary of the unbounded component of G\{X1, . . . , Xm}.
A beautiful theorem of Benjamini and Curien [BC13] shows that when such a simple
random walk first exits a ball of radius R, it has had ≈ R3 pioneer points.

Analogously, for (Bs)s≥0 a planar Brownian motion, we define the set Pt for given t > 0
to be all points of the form Bs for some 0 ≤ s ≤ t, such that Bs is on the “frontier” at
time s (where by frontier we mean the boundary of the unbounded component of the
complement of B[0, s]).

Using a (non-rigourous) KPZ-type argument, derive the dimension of the Brownian
pioneer points Pt for any fixed t ≥ 0. (The answer is 7/4, as rigourously proved in a
famous paper of Lawler, Schramm and Werner [LSW01] using SLE techniques).

6. Consider a simple random walk (Xn) on the infinite local limit of FK weighted planar
maps (as in Theorem 4.7), starting from the root. Try to argue using the KPZ relation
(again without being fully rigourous), that the graph distance between Xn and X0)
must be approximately equal to n1/D where D is the dimension of the space. (Hint:
the range of Brownian motion must satisfy ∆ = 0). In particular, on the UIPT, one
conjectures that this distance is ≈ n1/4. This has now been proven rigourously in
[GH20] and [GM17a].

116



5 Scale-invariant random surfaces
Here we introduce some variants of the planar Gaussian free field which define random
surfaces that are scale-invariant in a precise sense: zooming in near a given point of the
surface produces the same surface in distribution.

We first need to set up the scene correctly. This will require working with a slightly
different version of the GFF, with non-zero boundary conditions: the so-called Neumann
or free boundary GFF. In general if we wish to add boundary data to a GFF it is natural
to simply add a function which is harmonic in the domain (though it can have relatively wild
behaviour on the boundary). We will seek to impose Neumann boundary conditions.
Recall that for a smooth function this means that the normal derivative of the function
vanishes along the boundary (if the domain is smooth). Of course for an object as rough as
the GFF it is a priori unclear what this condition should mean. Indeed, we will see that the
resulting object is actually the same as when we don’t impose any conditions at all (which
is why the field can also be called a free boundary GFF, as is the case for example in the
papers [She16a] and [DMS14]). Indeed, note that in the discrete, a random walk on a graph
with Neumann/“reflecting” boundary conditions or no/“free” boundary conditions are really
one and the same thing (and both converge to reflecting Brownian motion, whose generator
is (1/2) the Laplace operator with Neumann boundary conditions).

5.1 The Neumann boundary GFF as a random distribution

Remark 5.1. We will first show how to define the Neumann GFF as a random distribution
on D ⊂ C, just as in Section 1.6 for the Dirichlet GFF. This allows for a straightforward
deduction of several nice properties, which is why we present this point of view first. However,
we will not take this as our final definition. In Section 5.3 we will go on to show that the
Neumann GFF can be defined as a stochastic process (as in the Dirichlet case), and that this
object coincides with the random distribution defined here when its index set is restricted
appropriately.

One technical complication when working with the Neumann GFF, compared to the
Dirichlet case, is that it is really only defined up to a global additive constant. This cor-
responds to the fact that if one tries to extend the Dirichlet inner product (·, ·)∇ to test
functions which are not necessarily compactly supported in D, it is no longer an inner
product. Indeed, functions that are constant on the domain will have zero Dirichlet norm.
Alternatively (as we will see later) one can think of the additive constant as arising from the
fact that the Green function with Neumann boundary conditions is not canonically defined
(or equivalently, that Brownian motion reflected on the boundary of D is recurrent).

The consequence is that the Neumann GFF can either be viewed as a distribution
modulo constants (two distributions are equivalent if their difference is a constant func-
tion) or, equivalently, as a linear form over test functions whose integral is required to be
zero. Sometimes, it will also be useful to specify a particular representative of the GFF’s
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equivalence class modulo constants (e.g. by requiring that the average of the field over a
specific region is zero). We will then speak of fixing a normalisation. Note that while this
point of view may appear to be more concrete, fixing the additive constant for the free field
in this way actually causes it to lose some useful properties, such as conformal invariance.
When using the Neumann GFF, we will therefore always need to be careful to say whether we
consider the modulo constants version, or a version that has been normalised in a particular
way.

In the rest of this section, D can be any proper, simply connected domain of
the complex plane.

Let D̄(D) be the space of C∞ functions in D̄ with (f, f)∇ <∞ (“finite Dirichlet energy”),
defined modulo constants. It is clear that on this space, (·, ·)∇ really is an inner product.
Hence we can define H̄1(D) to be the Hilbert space closure of D̄(D) with respect to (·, ·)∇.

We define a distribution modulo constants to be a continuous linear functional on the
space of test functions f ∈ D0(D) such that

∫
D
f(x) dx = 0, and denote the set of such

test functions by D̃0(D). We equip the space D̄′0(D) of distributions modulo constants with
the topology of weak-? convergence. That is, a sequence Tn of distributions mod constants
converges to a distribution T iff (Tn, f)→ (T, f) for any test function f ∈ D̃0(D).

Summary of notation:

• D0(D) is the space of smooth test functions that are compactly supported in D.

• H1
0 (D) is the closure of D0(D) with respect to the Dirichlet inner product.

• D′0(D) is the space of distributions on D: i.e., linear continuous functionals on D0(D).

• D̃0(D) ⊂ D0(D) is the set of smooth compactly supported test functions with average
value 0.

• D̄′0(D) is the space of distributions modulo constants on D: i.e., linear continuous
functionals on D̃0(D).

• D̄(D) is the space of smooth functions in D with finite Dirichlet energy, considered
modulo constants (note that they do not have to be compactly supported).

• H̄1(D) is the closure of D̄(D) with respect to the Dirichlet inner product.

Definition 5.2 (The Neumann GFF as a distribution modulo constants). Suppose that
{f̄j}j≥1 is an orthonormal basis of H̄1(D) and {Xj}j≥1 are independent N (0, 1) random
variables. Then the random series

h̄n :=
n∑
1

Xj f̄j (5.1)

converges almost surely in the space of distributions modulo constants.
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Moreover, the law of the limit does not depend on the choice of orthonormal basis {f̄j}j,
and can be written as the sum of a Dirichlet boundary condition GFF on D and an inde-
pendent harmonic function modulo constants. This defines the Neumann GFF as a random
distribution modulo constants.

Remark 5.3. (Neumann boundary conditions) Suppose that D = D. In defining H̄1(D)
we started from the space D̄(D) of smooth functions (modulo constants) on D with no
restriction on their boundary conditions. However, we could equally have started with the
space of smooth functions (modulo constants) with Neumann boundary conditions, and
ended up with the same space H̄1(D) after taking the closure with respect to (·, ·)∇. Indeed,
there exists an orthonormal basis of L2(D) made up of eigenfunctions of the Laplacian with
Neumann boundary conditions (see for example [Jos02, Theorem 8.5.2]). Then omitting
the first eigenfunction (which has eigenvalue 0) and dividing the rest by the square roots of
their respective eigenvalues and considering them modulo constants, provides an orthonormal
basis of H̄1(D).

Thus, one can think of the Neumann GFF as either having no imposed (“free”) boundary
conditions, or as having Neumann boundary conditions.

The connection with Neumann boundary conditions will also become more apparent when
we define the Neumann GFF as a stochastic process. Indeed, we will see that its covariance
function is given by a Green function in the domain, with Neumann instead of Dirichlet
boundary conditions. As already mentioned, note that in the discrete, a random walk on a
graph with Neumann/“reflecting” boundary conditions or no/“free” boundary conditions are
really one and the same thing. So the discrete Green’s function will be the same if either
free or Neumann boundary conditions are imposed.

Proof. We will carry out the proof of the claim in Definition 5.2 in two steps: first assuming
that D is the unit disc D; and then extending to general D by conformal invariance.

Step 1 (D = D). Write Harm(D) for the space of harmonic functions on D with finite
Dirichlet energy, viewed modulo constants. By the same reasoning as in Lemma 1.31, we
can decompose

H̄1(D) = H1
0 (D)⊕ Harm(D)

as a direct orthogonal sum with respect to the Dirichlet inner product.
Given Theorem 1.22, Step 1 is therefore reduced to showing that if {ēj}j is an orthonormal

basis of Harm(D) with respect to the Dirichlet inner product, and {αj}j are i.i.d. N (0, 1),
then:

(*)
∑
αj ēj converges almost surely in the space of distributions modulo constants; and

(**) the limit has unique law, which is that of a harmonic function modulo constants.

For f ∈ Harm(D), let us denote by Af the (modulo constants) equivalence class repre-
sentative of f that satisfies Af(0) = 0. We claim that for any orthonormal basis {ēj}j of
Harm(D),

∞∑
j=1

‖Aēj‖2
L2(D) <∞. (5.2)
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This implies that for any sequence {αj}j of i.i.d. N (0, 1) variables,

E

(
‖

n∑
j=m

αjAēj‖2
L2(D)

)
→ 0

as m,n → ∞. Hence the series
∑
αjAēj converges almost surely in L2(D), and therefore

also in the space of distributions. This in turn implies that
∑

j αj ēj converges almost surely
in the space of distributions modulo constants.

To prove (5.2), let us first consider a specific choice of orthonormal basis. To define this
basis, we observe that because any harmonic function on D is the real part of an analytic
function, it admits a Taylor series expansion of the form

∑∞
j=1 bj<(zj) +

∑∞
j=1 cj<(izj)

with {bj, cj}j ∈ R. One can also check that the functions {<(zj)}j≥0 and {<(izj)}j≥1 are
orthogonal with respect to the Dirichlet inner product, and

‖<(zj)‖2
∇ = ‖<(izj)‖2

∇ =
j2

2π

∫
D
|z|2j−2 dz = j/2.

Hence, the functions
√

2/j <(zj) for j ≥ 0 and
√

2/j <(izj) for j ≥ 1 (viewed modulo
constants) define an orthonormal basis of Harm(D).

With this choice of basis (by definition of the operator A), the corresponding series in
(5.2) is equal to

∞∑
j=1

2

j

∫
D
|<(zj)|2 + |<(izj)|2 dz =

∞∑
j=1

4π

j

∫ 1

0

u2j+1du =
∞∑
j=1

2π

j(j + 1)
<∞.

This concludes the proof of (*) for this basis.
To prove (*) for an arbitrary basis, we have to apply a slightly abstract argument, as we

do not know how to calculate or estimate the size of the terms in (5.2) in general. Note that
we used a similar argument in the proof of Theorem 1.24, but it was slightly more explicit
since we did not have to worry about spaces of functions modulo constants.

The argument proceeds as follows. We first notice that by the Poincaré inequality (see
for example [Eva10, §5.8.1])

A : (Harm(D), (·, ·)∇)→ (L2(D), (·, ·)L2(D))

defines a bounded linear operator between Hilbert spaces. This implies that there exists a
unique adjoint operator A∗ from L2(D) to Harm(D), such that (Af, g)L2(D) = (f, A∗g)∇ for
any f ∈ Harm(D) and g ∈ L2(D). Choosing an arbitrary orthonormal basis {gk}k for L2(D),
we then have

∞∑
j=1

‖Aēj‖2
L2(D) =

∞∑
j=1

∞∑
k=1

(Aēj, gk)L2(D) =
∞∑
j=1

∞∑
k=1

(ēj, A
∗gk)∇ =

∞∑
k=1

‖A∗gk‖2
∇. (5.3)

Since the right hand side does not depend on the choice of the orthonormal basis {ēj}j for
Harm(D), we deduce that the left hand side (and so the sum in (5.2)) does not depend on this
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choice either. Thus, the fact that we have proved (5.2) for a specific choice of orthonormal
basis means that it actually holds for any orthonormal basis.4

For (**), we can use a very similar argument to (5.3) to see that the limit in L2(D) of∑
j αjAēj has to be independent of the choice of {ēj}j. Indeed, for any g ∈ L2(D) the same

expansion gives that the L2 product of g with this limit must be normally distributed, with
mean 0 and variance ‖A∗g‖2

∇. Hence, we need only show that the almost sure limit of
n∑
1

√
2

j
<((αj + iβj)z

j) ; αj, βj
i.i.d∼ N (0, 1) (5.4)

is harmonic. This follows from the fact that
∑

j

√
2/j(αj+iβj)z

j almost surely defines a Tay-
lor series with radius of convergence one (since, for example, lim supn(log n)−1 max1≤j≤n |αj+
iβj| ≤ 1 almost surely). Thus for any r < 1, the limit of (5.4) is the real part of an analytic
function in B(0, r), and so the limit is harmonic in ∪r∈(0,1)B(0, r) = D.

Step 2 (general D). Suppose that D ( C is simply connected, and let {f̄j}j be an
orthonormal basis for H̄1(D). We would like to show that h̄n =

∑n
1 Xjfj converges almost

surely in D̄′0(D) (when the Xj are i.i.d. N (0, 1)).
For this, we are going to use Step 1 and conformal invariance. Let T : D → D be

a conformal map (which exists by the Riemann mapping theorem). Then by conformal
invariance of the Dirichlet inner product, {f̄j ◦ T}j forms an orthonormal basis of H̄1(D).
We therefore know, by Step 1, that h̄n ◦ T :=

∑n
1 Xj(f̄j ◦ T ) converges almost surely in

D̄′0(D). That is, with probability one, there exists h̄D ∈ D̄′0(D) such that (h̄n ◦T, g)→ (h̄D, g)
as n→∞ for all g ∈ D̃0(D).

Since for f ∈ D̃0(D) the function g(z) = |T ′(z)|2(f ◦ T )(z) is in D̃0(D), this tells us - in
particular - that with probability one:

(h̄n ◦ T, |T ′|2(f ◦ T ))→ (h̄D, |T ′|2(f ◦ T )) as n→∞, ∀f ∈ D̃0(D).

Defining h̄ ∈ D̄′0(D) by (h̄, f) = (h̄D, |T ′|2(f ◦ T )) for all f ∈ D̄0(D), this is exactly saying
that with probability one, (h̄n, f)→ (h̄, f) as n→∞ for all f ∈ D̃0(D). That is, h̄n → h̄ in
D̄′0(D), almost surely as n→∞.

Finally, by the same argument, if T : D→ D is conformal then the law of h̄ must be given
by the law of h̄D ◦ T−1, where h̄D is the (unique in law) limit of (5.2) when D = D. Note
that this does not depend on the choice of T , since the law of h̄D is conformally invariant
(we can see this by applying the reasoning of the previous sentence with D = D, together
with the uniqueness in Step 1). Thus, the law of h̄ is unique for general D.

Using the description of this law when D = D from Step 1, plus conformal invariance of
the Dirichlet GFF (Theorem 1.33) and the fact that conformal maps preserve harmonicity,
we see that in general the law of h̄ satisfies the description in Definition 5.2.

By conformal invariance of the Dirichlet inner product, we obtain the following (the
details are spelled out in the proof above):

4This argument shows that A is a Hilbert-Schmidt operator and the expression in (5.2) is its Hilbert-
Schmidt norm. This norm is always independent of the choice of orthonormal basis.
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Corollary 5.4. Let h̄D be the Neumann GFF (viewed modulo constants) in D, as in Defini-
tion 5.2. Then the law of h̄D is conformally invariant. That is, if T : D → D′ is a conformal
map between simply connected domains, then

h̄D
′ (d)

= h̄D ◦ T−1

where (h̄D ◦ T−1, f) := (h̄D, |T ′|2(f ◦ T )) for all f ∈ D̃0(D′).

Straight from the definition, we also know that if h̄ is the Neumann GFF (viewed as a
distribution modulo constants) in D, then h̄ can be written as the sum h + u, where h has
the law of a zero boundary GFF in D, and u is an independent harmonic function modulo
constants in D. By applying the Markov property of the Dirichlet GFF (Theorem 1.30) to
h̄ we get an analogous decomposition for the Neumann GFF:

Theorem 5.5 (Markov property). Fix U ⊂ D, open. Let h̄ be a Neumann GFF viewed as
a distribution modulo constants in D, as in Definition 5.2. Then we may write

h̄ = h0 + ϕ

where:

1. h0 is a zero boundary condition GFF in U , and is zero outside of U ;

2. ϕ is a harmonic function viewed modulo constants in U ;

3. h0 and ϕ are independent.

Recall that we defined a distribution modulo constants to be a continuous linear func-
tional on the space D̃0(D) of test functions with average 0. Equivalently, we could define
it to be an equivalence class of distributions (elements of D′0(D)), under the equivalence
relation identifying distributions φ1 and φ2 whenever φ1 − φ2 ≡ C for C ∈ R.

Remark 5.6 (Fixing the additive constant). With the latter perspective, it is quite natural
(and will sometimes be useful) to fix the additive constant for the GFF in some way (i.e., to
pick an equivalence class representative). For example, we could require it to have average
zero when tested against some fixed test function.

With the additive constant fixed, the Neumann GFF defines an element of D′0(D), i.e., a
distribution on D.

Note that the choice of constant/equivalence class representative changes the resulting el-
ement of D′0(D), but not how it acts when tested against functions (with average 0) in
D̃0(D).

Remark 5.7. Although it is sometimes helpful to specify a normalisation of the Neumann
GFF, one should take care with the conformal invariance and Markovian properties discussed
above. In particular:
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• if h̄ is a Neumann GFF in D with additive constant fixed in some way, then it is no
longer conformally invariant;

• one can still write h̄ = h+ u with h a Dirichlet GFF in D and u a harmonic function,
but h and u need not be independent ;

• on the other hand, if one starts with a Neumann GFF modulo constants, decomposes
it as a Dirichlet GFF plus a harmonic function modulo constants, and then fixes the
constant for the GFF in a way that only depends on the harmonic function (e.g., by
specifying the value of the harmonic function at a point), then the two summands will
be independent.

5.2 Covariance formula: the Neumann Green function

Recalling the definition of the Dirichlet GFF in a domain D, it is quite natural to guess
that the Neumann GFF will have “covariance” given by a version of the Green function with
Neumann boundary conditions in D. This is indeed the case, but with the caveat that the
Green function with Neumann boundary conditions is not uniquely defined.

First, what exactly do we mean by covariance? We simply mean that we would like to
specify a function G such that

E((h̄, ρ1)(h̄, ρ2)) =

∫
D×D

ρ1(x)G(x, y)ρ2(y) dxdy (5.5)

when h̄ is a Neumann GFF (viewed as a distribution modulo constants in D), and ρ1, ρ2 ∈
D̃0(D).

Definition 5.8. We call any G satisfying (5.5) a valid choice of covariance for the Neumann
GFF in D.

Observe that this need not uniquely define G, because the equality is only required to
hold for test functions with average 0. This ill-definition is also an inherent property of the
Neumann Green function (see below). Thus, if one instead tries to define the Neumann GFF
as a stochastic process with covariance given by the Neumann Green function, it again only
makes sense “modulo constants”.

To define the Neumann Green function, we need to introduce the Neumann problem
in D. This is the problem, given {ψ, v}, of

finding f such that:

∆f = ψ in D
∂f

∂n
= v on ∂D.

(5.6)

A requirement for the existence of a (weak) solution is that ψ, v satisfy the Stokes condition:∫
D

ψ =

∫
∂D

v. (5.7)
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This condition comes from the divergence theorem; the integral of v along the boundary
measures the total flux across the boundary, while the integral of the Laplacian of f inside
the domain measures the sum of the flow at every point inside. This solution is then unique,
up to a global additive constant. That is, this solution is unique in H̄1(D). Existence of a
solution is also known, for example, when D is smooth and bounded and v = 0, ψ ∈ L2(D),
[Eva10, §6] (but we will not use any of these facts).

Definition 5.9 (Neumann Green function). We say that G is a (choice of) Neumann Green
function in D, if for every ρ ∈ D̃0(D):

f(x) =

∫
D

G(x, y)ρ(y)dy (5.8)

is a solution of the Neumann problem in D, with ψ = −2πρ and v = 0.

Proposition 5.10. Suppose that D ⊂ C is simply connected and has C1 smooth boundary.
Then if G is a choice of Neumann Green function, it is a valid choice of covariance for the
Neumann GFF h̄ in D. That is for every ρ ∈ D̃0(D)

E((h̄, ρ)2) =

∫
D×D

ρ(x)G(x, y)ρ(y) dxdy. (5.9)

Remark 5.11. Note that adding a constant to G will not affect whether f defined in (5.8)
is a solution to the Neumann problem. This makes the lack of uniqueness for G apparent.
However, two valid Neumann Green functions may also differ by a non-constant function
(see examples 5.12 and 5.13).

Proof of Proposition 5.10. We need to check that if ρ ∈ D̃0(D) and h̄ is a Neumann GFF in
D, then

E((h̄, ρ)2) =

∫
D×D

ρ(x)G(x, y)ρ(y) dxdy. (5.10)

Defining f(x) =
∫
D
G(x, y)ρ(y)dy, we will show that both sides are equal to ‖f‖2

∇.
Note that by assumption the right-hand side of (5.10) is equal to∫

D

−∆f

2π
(x)f(x) dx,

which by applying the Gauss-Green formula and the Neumann boundary condition for f is
equal to

1

2π

∫
D

∇f(x) · ∇f(x) dx = ‖f‖2
∇.

For the left-hand side we use the construction of h̄ as the limit as n → ∞ of
∑n

1 Xj f̄j
where the Xjs are i.i.d. N (0, 1) and the f̄js are an orthonormal basis of H̄1(D). Since this
is an almost sure limit in the space of distributions modulo constants, we have that

(h̄, ρ) = lim
n→∞

n∑
j=1

Xj(f̄j, ρ) a.s.
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Furthermore, by the Gauss-Green formula again, we have that (f̄j, ρ) = (f̄j, f)∇ for each j,
and so

E((
n∑
j=1

Xj(f̄j, ρ))2) =
n∑
j=1

(f̄j, f)2
∇.

Note that this is bounded above by ‖f‖2
∇ for every n. Hence,

∑n
j=1 Xj(f̄j, ρ) defines a

martingale that is bounded in L2, and so

E((h̄, ρ)2) = E( lim
n→∞

(
n∑
j=1

Xj(f̄j, ρ))2) = lim
n→∞

E((
n∑
j=1

Xj(f̄j, ρ))2) = ‖f‖2
∇,

as desired.

Example 5.12. We can define a choice of Neumann Green function in the unit disc D by

GD(x, y) = − log |(x− y)(1− xȳ)|; x 6= y ∈ D.

Indeed, a tedious but straightforward calculation can be used to verify that if gy(x) := GD(x, y)
for fixed y ∈ D, then {

∆gy = −2πδy
∂gy
∂n

= −1 on ∂D.

This implies that if ρ ∈ D̃0(D) then (5.8) is a solution of the Neumann problem with ψ =
−2πρ and v = 0. Indeed,

• ∆f(x) =
∫
D ∆gy(x)ρ(y) dy = −2π

∫
D δy(x)ρ(y) dy = −2π

∫
D δx(y)ρ(y)dy = −2πρ(x);

• and for x ∈ ∂D, (∂f/∂n)(x) =
∫
D(∂gy/∂n)(x)ρ(y) dy = −

∫
D ρ(y) dy = 0.

Hence GD is a choice of Neumann Green function in D, and so also a valid choice of covari-
ance for the Neumann GFF in D.

Example 5.13. Define

GH(x, y) = − log |(x− y)| − log |(x− ȳ)|; x 6= y ∈ H. (5.11)

In this case, defining the conformal map T : H→ D by T (z) = (i− z)(i+ z)−1, we have that
if gy(x) := GH(T−1(x), T−1(y)), then ∆gy = −2πδy and ∂gy/∂n = −2πδ−1 on ∂D. Similarly
to in the previous example, this implies that GH(T−1(·), T−1(·)) is a valid choice of Neumann
Green function on D. Hence by Proposition 5.10, it defines a valid choice of covariance
function for the Neumann GFF on D.

Finally, by conformal invariance of the Neumann GFF (Corollary 5.4), we see that GH

is a valid choice of covariance function for the Neumann GFF in H.

125



It may seem that we have taken a rather long-winded approach in example 5.13. Indeed,
one can easily verify that if gHy (x) = GH(x, y) then ∆gHy = −2πδy on H and ∂gHy /∂n = 0 on
R. It is tempting to say that GH therefore defines a choice of Green function on H and so
by Proposition 5.10, a valid covariance for the Neumann GFF on H. However, one needs
to take care that there is an extra “point at ∞” on the boundary of H (where, as you can
see from the calculations in example 5.13, we actually have a Dirac mass for ∂gHy /∂n). To
make this example rigorous it is therefore necessary to map to the unit disc and appeal to
conformal invariance - as carried out above.

Remark 5.14. Recall that the Green’s functionGD
0 for a GFF with zero boundary conditions

on a domainD could be defined in terms of the expected occupation time of Brownian motion
killed when leaving D:

GD
0 (x, y) = π

∫ ∞
0

pDt (x, y) dt (x 6= y).

There is a similar relationship between the Neumann Green’s function and Brownian motion
reflected on the boundary of D. The fact that the Neumann Green’s function is not uniquely
defined is related to the fact that reflected Brownian motion is recurrent. This means if
p̃Dt (x, y) is the transition density for this reflected Brownian motion, then

∫∞
0
p̃Dt (x, y) dt does

not actually converge, so one needs to normalize in some way to obtain a finite quantity.
There are many possible ways to do this - hence the non-uniqueness.

Let us describe this more precisely in the case where D = H. Denoting by pt(x, y) the
transition density of Brownian motion in C, it is easy to see that p̃Ht (x, y) = pt(x, y) +
pt(x, ȳ) = (2πt)−1 (exp(−|x− y|2/2t) + exp(−|x− y|2/2t)), which does not have finite inte-
gral over t ∈ [0,∞). However, if we look at p̃Ht (x, y) − p̃Ht (x0, y) for some fixed x0 ∈ H (for
instance) then the corresponding integral does converge: to GH(x, y) as defined in (5.11) plus
the function 2 log |x0 − y|. It is straightforward to check that this integral, for any choice of
x0, does define a valid choice of Neumann Green function on H.

Definition 5.15 (A choice of covariance for general D). By Corollary 5.4, we see that if
GD is a valid choice of covariance function for the Neumann GFF on some domain D, and
T : D′ → D is conformal, then GD(T (·), T (·)) is a valid choice of covariance function for
the Neumann GFF on D′.

From this observation and the above examples, we obtain a recipe to define a valid co-
variance function for the Neumann GFF in any simply connected domain D. We emphasise
that any valid choice gives the same value for E((h̄, ρ1)(h̄, ρ2)) when h̄ is a Neumann GFF
(viewed as a distribution modulo constants) in D and ρ1, ρ2 ∈ D̃0(D).

5.3 Neumann GFF as a stochastic process

In this section, we will define the Neumann GFF as a stochastic process, similarly to the
definition of the Dirichlet GFF in Section 1.3. This will allow us to “test” the Neumann GFF
against a wider range of functions (i.e. they need not be smooth). In particular, it allows
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us to define circle and semi-circle averages of the field. We will see that the definition here
agrees with the one in the previous sections, but is more general. Therefore, in everything
that follows, we will assume that the Neumann GFF is as defined below.

Let D be a proper simply connected subdomain of C. We define M̃D = M̃ to be the
space of signed Radon measures ρ on D, with finite and equal positive and negative mass
(so
∫
D
ρ(dx) = 0), such that

f̄ 7→
∫
D

f̄(x)ρ(dx)

defines a continuous linear functional on H̄1(D). This is equivalent to the property that for
any valid choice of covariance functionG for the Neumann GFF onD (as in Proposition 5.10),
ρ is an element of the Hilbert space completion of D̃0(D) with respect to the inner product

(ρ, ρ)G :=

∫
D×D

ρ(dx)G(x, y)ρ(dy)

(notice that any valid covariance G defines the same inner product on D̃0(D)). This follows
from the fact that for any ρ ∈ D̃0(D), the norm of ρ as an element of the dual space of
H̄1(D) is equal to its norm with respect to (·, ·)G (see Exercise 2 of this Chapter).

In particular, (·, ·)G defines a positive definite bilinear form on M̃: if (ρ, ρ)G = 0 then for
h̄ a Neumann GFF as in (5.1) we must have (h̄, ρ) = 0 a.s. and so (f̄j, ρ) = 0 for all j. This
implies that ρ ≡ 0.5

Remark 5.16. The reader should compare this with the definitions in Chapter 1. Recall
that index set M0 for the Gaussian free field with zero boundary conditions (viewed as a
stochastic process) is precisely the set of measures with finite Green energy. Equivalently, by
Lemma 1.21, it is the set of measures lying in H−1

0 ; i.e., the dual space or space of continuous
linear functionals on H1

0 .

For later use, we further define

M := {ρ : ρ = ρ̃+ f with ρ̃ ∈ M̃ and f ∈ D0(D)}.

This will play the role of the index set when we fix the additive constant for the Neumann
GFF in some way (and hence may test it against things that do not have average 0).

Remark 5.17. If ρ is a signed Radon measure with finite negative and positive mass, that
also:

• has support contained in some D′ ⊆ D which is bounded with smooth boundary; and

• integrates a log in the sense that
∫

log(|x− y| ∧ 1)|ρ|(dx)|ρ|(dy) <∞,

5In fact for ρ ∈ M̃, (ρ, ρ)G is equal to the dual Hilbert space norm of ρ in the space of continuous linear
functionals on H̄1(D).
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then ρ ∈ M. To see this, by subtracting a function in D0(D) and rescaling if necessary,
we may assume that ρ is a probability measure (i.e., positive with mass one) and show
that if (ρε)ε≥0 ∈ D̃0(D) are defined by convolving ρ with a smooth mollifier at scale ε and
multiplying by a smooth function that is supported at distance ε away from the boundary
of D′, then (ρε − ρ, ρε − ρ)G → 0 as ε→ 0.

Notice that we may rewrite

(ρε − ρ, ρε − ρ)G = E(G(X + U ε
X , Y + U ε

Y )−G(X + U ε
X , Y )−G(X, Y + U ε

Y )−G(X, Y ))

=: E(Gε(X, Y ))

where: (X,U ε
X) is independent of (Y, U ε

Y ); X, Y are distributed according to ρ; and U ε
X , U

ε
Y

are random variables taking values in B(0, ε) a.s. Then Gε(X, Y ) converges to 0 as ε → 0
almost surely, by continuity of the Greens function away from the diagonal and the fact
that ρ cannot have any atoms. Moreover, Gε(X, Y ) is almost surely bounded above by
C log(|X − Y |−1) for all ε and some C deterministic depending only on D′: this follows
from the fact that G(x, y) is bounded by a multiple of log |x− y| in D′ (by Definition 5.15)
and then by the same argument as in Lemma 3.6. The claim finally follows by dominated
convergence and the assumption on ρ.

Definition 5.18 (Neumann GFF modulo constants as a stochastic process). There exists a
unique stochastic process (h̄ρ)ρ∈M̃, indexed by M̃, such that for every choice of ρ1, · · · , ρn ∈
M̃, (h̄ρ1 , · · · , h̄ρn) is a centered Gaussian vector with covariance Cov(h̄ρi , h̄ρj) = (ρi, ρj)G.
We define this process to be the Neumann GFF in D, and denote

h̄ρ := (h̄, ρ)

for ρ ∈ M̃.

Definition 5.18 agrees with the definition of the Neumann GFF as a random distribution
modulo constants, in the following sense.

Lemma 5.19. Let h̄n =
∑n

j=1Xj f̄j be as in (5.1). Then for any ρ ∈ M̃, (h̄n, ρ) has a limit
in L2(P) and hence in probability as n→∞. This limit has the law of (h̄, ρ), where h̄ is as
in Definition 5.18.

In particular:

Corollary 5.20. Let h̄ be as in Definition 5.18, and consider its restriction to a stochastic
process

(h̄ρ)ρ∈D̃0(D) = (h̄, ρ)ρ∈D̃0(D).

Then there exists a version of this stochastic process with the law of “the Neumann GFF as
a random distribution modulo constants” from Definition 5.2.
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Proof of Lemma 5.19. The proof follows very closely that of its analogue, Theorem 1.22, for
the zero boundary condition GFF, but we include it for completeness. First, we may assume
by conformal invariance that D is the unit disk.

As in the proof of Theorem 1.22 we begin by supposing that ν ∈ D̃0(D) and observe that

(h̄n, ν)→ Z
(d)
= (h̄, ν) (5.12)

in L2(P) as n→∞. Indeed, this is exactly what is shown in the proof of Proposition 5.10.
In particular, the bound Var(h̄n, ν) ≤ Var(h̄, ν) holds for every n. Notice that this bound

can be extended to arbitrary ν ∈ M̃, by the same density argument as in the proof of
Theorem 1.22. That is, using the fact that ν ∈ M̃ can be approximated by a sequence
νε ∈ D̃0(D) as ε→ 0, with respect to the norm (·, ·)G.

Using these ingredients, we can complete the proof. Let ρ ∈ M̃ and let ρε be an approx-
imation of ρ with respect to the norm (·, ·)G. Then we have

(h̄n, ρ) = (h̄n, ρε) + (h̄n, ρ− ρε),

where the variance bound from the paragraph above implies that the second term converges
to 0 in L2(P) as ε → 0, uniformly in n. This allows us to conclude, since the first term
converges to a random variable with the law of (h̄, ρ) in L2(P) as first n → ∞ and then
ε→ 0 (by (5.12) and the fact that (h̄, ρε)→ (h̄, ρ) in L2(P)).

We can now unambiguously take Definition 5.18 as our definition of the Neumann GFF
modulo constants.

Remark 5.21 (Conformal invariance). By Definition 5.15, the inner product (·, ·)G is con-
formally invariant on M̃. That is, if T : D → D′ is conformal and ρ ∈ M̃D, then the
push-forward ρ ◦ T−1 of ρ by T is in M̃D′ , and (ρ, ρ)G = (ρ ◦ T−1, ρ ◦ T−1)G.

This immediately implies that the Neumann GFF modulo constants is conformally in-
variant, in the sense that if T : D → D′ is conformal and h̄D is a Neumann GFF on D, then
the stochastic process (hD, ρ ◦ T )ρ∈M̃D′ has the law of a Neumann GFF on D′.

Remark 5.22 (Markov property). Suppose that U ⊂ D is an open connected set, and h̄D
is a Neumann GFF on D. Then

(h̄, ρ)ρ∈D̃0(U) = (h0 + ϕ, ρ)ρ∈D̃0(U)

where h0 is a zero boundary GFF on U , ϕ and h0 are independent, and ϕ defines a stochastic
process indexed by D̃0(U), that corresponds to integration against an almost surely harmonic
function modulo constants.

With our new more general definition of the Neumann GFF, it still makes sense to then
speak of fixing a normalisation for the field. This results in a stochastic process indexed by
M rather than M̃. We will always make it explicit when we are taking this point of view
on the Neumann GFF.
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Definition 5.23 (Neumann GFF with fixed normalisation). Suppose that ρ0 ∈ M \ M̃.
The Neumann GFF h with normalisation fixed so that (h, ρ0) = 0 is the stochastic process
defined from h̄ in Definition 5.18 by setting

(h, ρ) = (h̄, ρ−
∫
D
ρ(dx)∫

D
ρ0(dx)

ρ0)

for each ρ ∈M.

It is clear from Lemma 5.19 that this process, when restricted to D0(D), has a version
that is a.s. a distribution in D.

In the following, whenever we talk of a Neumann GFF with arbitrary fixed normal-
isation, we mean a Neumann GFF with fixed normalisation as defined above, for some
ρ0 ∈M\M̃ deterministic.

Example 5.24 (Semi-circle averages). Suppose that D = H and for x ∈ R, ε > 0, let ρx,ε be
the uniform probability distribution on ∂B(x, ε)∩H of radius ε about x. Then by Remark 5.17,
we see that ρx,ε ∈M. Therefore if h is a Neumann GFF with a fixed normalisation, we can
define the ε-semicircle average (h, ρx,ε) of h about x.

Remark 5.25. Notice that if ρ1, ρ2 ∈ M with
∫
D
ρ1 =

∫
D
ρ2, then ρ1 − ρ2 ∈ M̃. Hence we

can define (h̄, ρ1 − ρ2) when h̄ is a Neumann GFF modulo constants. We can also define
(h, ρ1 − ρ2) whenever h is a Neumann GFF with fixed normalisation, and its law will not
depend on the normalisation: it will be exactly that of (h̄, ρ1 − ρ2).

5.4 Relationship with other boundary conditions

? This section could be skipped on a first reading. Its main purpose is to introduce the
whole plane and Dirichlet–Neumann GFFs, and derive relationships with the Neumann and
zero boundary condition versions. In particular, this enables the proof of some technical
lemmas that will be useful later in the book.

For two random variables X and Y taking values in the same measurable space (E, E),
we define the total variation distance between them by

dTV (X, Y ) = sup
A∈E
|P(X ∈ A)− P(Y ∈ A)|.

If (E, E) is a separable metric space, then there necessarily exists a coupling of X, Y such
that P(X 6= Y ) = dTV (X, Y ) [Che04, §5.1].

Lemma 5.26. For R > 1, let hR be a Dirichlet (zero) boundary condition GFF on RD.
Then as R→∞,

sup
R1,R2≥R

dTV (hR1|D, hR2|D)→ 0,

when hR1|D and hR2 |D are considered as distributions modulo constants in D.
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Remark 5.27. It will be useful later on to be able to say that two GFF-like objects that are
close in total variation distance can be coupled so that they are close with high probability.
This could appear potentially problematic, since the space of (Schwarz) distributions is not a
separable metric space. On the other hand, taking the specific setting of the lemma above to
illustrate this point, we know that hR|D a.s. defines an element of the metric space H−ε(D)
for every R and any ε > 0. Since H−ε(D) is a separable metric space, this implies that
with arbitrarily high probability as R1, R2 →∞, we can couple hR1|D and hR2|D so that, as
distributions, they differ by exactly a constant when restricted to D.

Proof. Without loss of generality, assume that R2 ≥ R1. Then by the Markov property of
the Dirichlet GFF (Theorem 1.30), we can write hR2 = h̃R1 + ϕ, where h̃R1 has the law of
hR1 , and ϕ is independent of h̃R1 and a.s. harmonic in R1D. The proof of this lemma will
essentially follow from the fact that, when viewed modulo constants and restricted to D, ϕ
is very small.

The key observation to this effect, is that if ϕ0 = ϕ− ϕ(0) then

sup
R1,R2≥R

sup
w∈∂(8D)

Var(ϕ0(w))→ 0 as R→∞ (5.13)

(note that it should not be obvious why this particular range of w has been chosen - this
will become clear shortly). To justify (5.13), we use the decomposition hR2 = h̃R1 + ϕ as an
independent sum (plus harmonicity of ϕ), to see that Var(hR2

1 (w)−hR2
1 (0)) = Var(hR1

1 (w)−
hR1

1 (0)) + Var(ϕ0(w)) for any w ∈ ∂(8D). Since we know explicitly the Dirichlet Greens
functions GR1D

0 (x, y) = logR1 + log |1 − (x̄y/R2
1)| − log(|x − y|) and GR2D

0 (x, y) = logR2 +
log |1− (x̄y/R2

2)| − log(|x− y|) for x 6= y ∈ R1D, (5.13) follows easily.
Now, note that hR2 and h̃R1 + ϕ0 differ by exactly a constant in R1D. So we would be

done if we could show that the laws of h̃R1 +ϕ0 and hR1 (equivalently h̃R1) are close in total
variation distance when restricted to D (uniformly in R2 ≥ R1 ≥ R as R → ∞). The idea
for this is to use the explicit expression for the Radon–Nikodym derivative between a zero
boundary GFF and a zero boundary GFF plus an H1

0 function; see Proposition 1.29.
The first obstacle here is that ϕ0 is obviously not in H1

0 (R1D). To get around this, we
introduce ϕ̃(z) = ψ(|z|)ϕ0(z) for z ∈ R1D, where ψ : [0, R1] → [0, 1] is smooth, equal to 1
on [0, 1], and equal to 0 on [2, R1]. Note that ϕ̃ ∈ H1

0 (R1D) and that ϕ̃ = ϕ0 in D. Moreover
conditionally on ϕ̃, the Radon–Nikodym derivative between the laws of h̃R1 and h̃R1 + ϕ̃ is
given by

Z :=
exp((h̃R1 , ϕ̃)∇)

exp((ϕ̃, ϕ̃)∇)
, (5.14)

see Proposition 1.29. By definition of the total variation distance, it suffices to show that
(5.14) tends to 1 in L1(P), uniformly over R2 ≥ R1 ≥ R as R→∞.

To show this, we will first prove that

sup
R1,R2≥R

E(e(ϕ̃,ϕ̃)∇ − 1)→ 0 (5.15)

as R → ∞. Indeed, by harmonicity of ϕ0, (ϕ̃, ϕ̃)∇ is less than some deterministic constant
(depending on ψ) times supz∈4D |ϕ0(z)|2, which in turn is less than another deterministic
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constant times
∫
∂(8D)

|ϕ0(w)|2 ρ(dw), where ρ is the uniform measure on the circle ∂(8D).
Let us write C for the product of these two deterministic constants. Then we have that

E(e(ϕ̃,ϕ̃)∇ − 1) ≤ E(eC
∫
∂(8D) |ϕ0(w)|2 ρ(dw) − 1)

which by Jensen’s inequality is less than

E(

∫
∂(8D)

(eC|ϕ0(w)|2 − 1) ρ(dw)) ≤
∫
∂(8D)

E(eC|ϕ0(w)|2 − 1) ρ(dw).

Note that since C is a fixed constant and ϕ0(w) is centred and Gaussian with arbitrarily
small variance (uniformly over ∂(8D)) as R → ∞, these expectations will all be finite for
R2 ≥ R1 ≥ R large enough. Moreover, the right-hand side of the above expression will go to 0
uniformly in R2 ≥ R1 ≥ R as R→∞. To conclude, we simply observe that conditionally on
ϕ̃, the random variable Z from (5.14) is log-normal with parameters (−(ϕ̃, ϕ̃)2

∇/2, (ϕ̃, ϕ̃)∇),
meaning that

E(|Z − 1|2) = E(E(|Z − 1|2 | ϕ̃)) = E(e(ϕ̃,ϕ̃)∇ − 1).

By (5.15), this completes the proof.

Corollary 5.28 (Whole plane GFF in D). There exists a law on distributions modulo con-
stants in D, such that if h∞ is the distribution modulo constants with this law then

dTV (hR|D, h∞)→ 0 as R→∞.

Moreover, we can write h∞ = hD+ϕ, where hD has the law of a Dirichlet boundary condition
GFF in D, and ϕ is a harmonic function modulo constants that is independent of hD.

Remark 5.29. By scaling, it is possible to deduce the same result as above when D is
replaced by any bounded subset D of C. This gives rise to a well-defined distribution
modulo constants h∞ in C known as the whole plane GFF. For an equivalent construction,
see the exercises for this section.

Lemma 5.30 (Neumann and whole plane GFFs). For h∞ a whole plane GFF, define the
even part of h∞ on D+ := D ∩H by

(h∞even, ρ) :=
(h∞, ρ) + (h∞, ρ∗)

2
for ρ ∈ D̃0(D+), ρ∗(z) = ρ(z̄).

Write hH for a Neumann GFF on H. Then, as distributions modulo constants,

hH|D+

(law)
=
√

2h∞even|D+ .

Proof. The fact that they have the same law as Gaussian processes indexed by D̃0(D+)
follows straight away by comparing covariances. Thus, there exist versions of both that have
the same law as distributions modulo constants.
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Remark 5.31. One can also consider the odd part of a whole plane GFF, which turns out
to be given by a Dirichlet GFF – see the exercises for this section.

Definition 5.32 (Dirichlet–Neumann GFF). Suppose that hD is a Dirichlet GFF in D. Then
the Dirichlet–Neumann GFF, hDN, is defined to be

√
2 times its even part

(hDN, ρ) :=
√

2(hDeven, ρ) :=
(h∞, ρ) + (h∞, ρ∗)√

2
for ρ ∈ D0(D+)

which is a random distribution on D+.

Putting this together with Lemma 5.30 we see that h∞ = hD + ϕ has even part equal to
(1/
√

2) times a Dirichlet–Neumann GFF, plus a harmonic function ϕeven modulo constants in
D+ with Neumann boundary conditions on (−1, 1). (Note that the even part of a harmonic
function in D defines a harmonic function in D+ with Neumann boundary conditions on
(−1, 1)).

Proposition 5.33 (Boundary Markov property). Let hH be a Neumann GFF on H (con-
sidered modulo constants). Then we can write

hH|D+ = hDN + ϕeven

where the two summands are independent, hDN has the law of a Dirichlet–Neumann GFF
in D+, and ϕeven is a harmonic function modulo constants in D+ with Neumann boundary
conditions on (−1, 1).

We conclude this section with one further comment, that will be useful at the end of this
chapter and in Chapter 6. It can be used to say, roughly speaking, that any (nice enough)
way of fixing the additive constant for a Neumann GFF in H will produce a field with the
same behaviour when looking very close to the origin. Moreover, this will still be true if we
condition on the realisation of the field far away from the origin.

Lemma 5.34. Suppose that h is a Neumann GFF in H, with normalisation fixed so that
it has average 0 on the upper unit semicircle (this makes sense by Example 5.24). Let hDN

be an independent Dirichlet–Neumann GFF in D+. Then for any K > 0 the total variation
distance between

• the joint law of (h|KD+\D+ , h|δD+) and

• the (independent product) law (h|KD+\D+ , h
DN|δD+),

tends to 0 as δ → 0. Note that the fields can be viewed as distributions here, rather than just
distributions modulo constants.

Proof. The proof basically follows from taking even parts in Lemma 5.26.
More precisely, let R� K be large and fixed, and write

h̃RD = hRD − hRD(0)
1 ,
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for hRD a Dirichlet GFF in RD and hRD(0)
1 its unit circle average around 0. By Lemma 5.30

and Corollary 5.28, it suffices to prove that for any such R, and for hD a Dirichlet GFF in D
that is independent of h̃RD

dTV

(
(h̃RD|KD\D, h̃

RD|δD), (h̃RD|KD\D, h
D|δD)

)
→ 0 as δ → 0.

But it follows from the proof of Lemma 5.26 (after rescaling) that the Radon–Nikodym
derivative, between the law of hD|δD and the conditional law of h̃RD|δD given h̃RD|KD\D, tends
to 0 in L1(P) as δ → 0. This gives the desired claim.

Remark 5.35. Note that the proof (and therefore the Lemma) will still hold if we replace
h by h + h where h is a deterministic harmonic function in D+ with Neumann boundary
conditions on [−1, 1]. Moreover the convergence will be uniform over {h : supz∈D+ |h(z)| ≤
C}.

5.5 Semicircle averages and boundary Liouville measure

Let h̄ be a Neumann GFF on H modulo constants (from now on we will use a bar in order
to distinguish statements concerning the Neumann GFF modulo constants and Neumann
GFFs with fixed normalisations). An immediate consequence of our previous considerations
is the following fact.

Theorem 5.36. For any x ∈ R, the finite dimensional distributions of the process

(Xt)t∈R := ((h̄, ρx,e−t − ρx,1))t∈R

are those of a two-sided Brownian motion with variance 2 (so Var(Xt) = 2|t|).

Note that the statement of the theorem makes sense, since for any ε > 0, ρx,ε − ρx,1 ∈ M̃ =
M̃H. By Remark 5.25, this also means that if h is a Neumann GFF in H with any fixed
normalisation, and hε(x) := (h, ρx,ε), then

(he−t(x)− h1(x))t∈R

is a two-sided Brownian motion with variance 2.

Proof of Theorem 5.36. Without loss of generality we may take x = 0. Then by conformal
invariance (actually just scale invariance) of h̄, it follows that X has stationary increments.
Moreover, by applying the Markov property (a scaled version of Proposition 5.33) in the semi
disc of radius e−t about 0 for any t, we see that (Xr)r≤t and (Xs −Xt)s≥t are independent.
Hence, X has stationary and independent increments.

Since the increments are also Gaussian with mean zero and finite variance, it must be
that Xt = Bκt for some κ > 0, where B is a standard Brownian motion. It remains to check
that κ = 2, but this follows from the fact that GH(0, y) = 2 log(1/ε) if |y| = ε: see (5.11).
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? The next corollary will only be used for the proofs of some technical results later on,
and can safely be skipped by those initially wanting to learn more about the Neumann GFF.

Corollary 5.37. Suppose that h is a Neumann GFF in H, with normalisation fixed so that
it has average 0 on the upper unit semicircle. Also fix ρ0 ∈MH \ M̃H with compact support
contained outside of D+ = D ∩ H and let ĥ be Neumann GFF in H with normalisation
fixed so that (ĥ, ρ0) = 0. Let h be a deterministic harmonic function in D+ with Neumann
boundary conditions on (−1, 1). Then the total variation distance between the laws of h|δD+

and ĥ+ h|δD+ tends to 0 as δ → 0. This convergence is uniform on the set {(ρ0, h) : ‖h‖∞ ≤
C1,Var((h, ρ0)) ≤ C2} for any C1, C2 > 0.

Proof. This follows from Lemma 5.34, Remark 5.35 and Definition 5.23, together with the
fact that a Brownian motion started from 0 and a Brownian motion started from any finite
deterministic value can be coupled so that they agree after time T with arbitrarily high
probability as T → ∞. Uniformity on sets of desired form follows easily from the proof of
Lemma 5.34.

Having identified the “boundary behaviour” of the Neumann GFF, we can now construct
a random measure supported on the boundary of H. As it turns out, the measure of interest
to us is again given by an “exponential of the Neumann GFF”, but the multiplicative factor
in the exponential is γ/2 rather than γ. The reason for this choice is rather deep, and has to
do with the fact that we plan to use it to measure the “quantum length of an SLE”. (Another
justification comes from the fact that it satisfies the same KPZ equation as in the bulk case).

Theorem 5.38 (Boundary Liouville measure for the Neumann GFF on H). Let h be a
Neumann GFF in H with some arbitrary normalisation. Define a measure νε on R by
setting νε(dx) = εγ

2/4e(γ/2)hε(x)dx. Then for γ < 2, the measure νε converges a.s. along
the dyadic subsequence ε = 2−k to a nontrivial, nonatomic measure ν called the boundary
Liouville measure.

Proof. This follows from Theorem 3.2 with h the (normalised) Neumann GFF, σ equal to
Lebesgue measure on R and θ the semi-circle uniform measure. Equivalently, one can prove
the convergence as in Chapter 2, using the Markov property.

Note the scaling in νε, which is by εγ
2/4. This is because, as proved in Theorem 5.36

(also see the discussion below), when x ∈ R and h is a Neumann GFF we have Varhε(x) =
2 log(1/ε) +O(1).

Remark 5.39. The law of ν above does depend on the choice of normalisation for h. If one
starts with a Neumann GFF modulo constants, then the boundary Liouville measure can be
defined as a measure up to a multiplicative constant.
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For general D, h a Neumann GFF in D with arbitrary normalisation, and z, ε such that
B(z, ε) ⊂ D, we can also define the circle average (h, ρz,ε) =: hε(z). Although we use the
same notation hε(·) for circle averages and semi-circle averages it should always be clear
which one we refer to, depending whether the argument lies, respectively, in the bulk or on
the boundary.

Definition 5.40 (Bulk Liouville measure for the Neumann GFF). When h is a Neumann
GFF with some arbitrary normalisation and γ < 2, we can also define the bulk Liouville
measure

µ(dz) := lim
ε→0

εγ
2/2eγhε(z) dz,

exactly as for the Dirichlet GFF.

The existence of this limit follows from the construction of GMC measures for general
log-correlated Gaussian processes in Chapter 3. The analogue of Remark 5.39 also applies
in this case.

Remark 5.41. The results of Chapter 3 imply that for any fixed compact set of R (respec-
tively H) the boundary (respectively bulk) Liouville measure will assign finite and strictly
positive mass to that set with probability one.

The conformal covariance properties of the boundary and bulk Liouville measures are not
quite as straightforward as for the Dirichlet GFF. The first problem is that conformal invari-
ance of the Neumann GFF only holds when we view it as a distribution modulo constants.
The second is that we have only defined the boundary measure on the domain H, where
semicircles centered on the boundary can be defined. We could extend this definition to
linear boundary segments of other domains, but it is unclear what to do when the boundary
of the domain is very wild.

Let us start with the bulk measure, where we only need to deal with the first problem.
In this case, the statement

µh ◦ T−1 = µh◦T−1+Q log |(T−1)′|

of Theorem 2.8 still holds (by absolute continuity with respect to the Dirichlet GFF) when
T : D → D′ is a deterministic, conformal map and we replace the Dirichlet GFF with
a Neumann GFF h in D with some arbitrary normalisation. However, now h ◦ T−1 is a
Neumann GFF in D′ with a different normalisation. The exact analogue of Theorem 2.8
only holds if we consider Neumann GFFs modulo additive constants, and their associated
bulk Liouville measures modulo multiplicative constants (see exercises).

Now for the boundary measure, suppose that h is a Neumann GFF on H with some
arbitrary normalisation, and T : H → D is conformal. Then h′ := h ◦ T−1 is a Neumann
GFF on D with another normalisation. Moreover, if ∂D contains a linear boundary segment
L ⊂ ∂D ∩ R, the measure νh′(dx) = limε→0 e(γ/2)h′ε(x)εγ

2/4 dx is well-defined and

νh ◦ T−1 = νh◦T−1+Q log |(T−1)′| = eγQ log |(T−1)′|νh′ . (5.16)

136



on L with probability one. In fact, by [SW16, Theorem 4.3], the measure is well-defined and
the above formula holds with probability one for all conformal T : H→ D with ∂D ∩R 6= ∅
simultaneously.

We will use this formula to define the boundary Liouville measure for GFF-like fields on
the conformal boundary6 of an arbitrary simply connected domain.

Definition 5.42 (Boundary Liouville measure for the GFF on D). Suppose that h is a
random generalised function on D, and that for some conformal map T : H → D the field
h ◦ T + Q log |T ′| has the law of a Neumann GFF (with an arbitrary normalisation) plus
an almost surely continuous function on some neighbourhood (in H) of L ⊂ R. Then the
measure νh◦T+Q log |T ′| is a.s. well-defined on L, and we may define

νh := νh◦T+Q log |T ′| ◦ T−1 (5.17)

to be the Liouville measure for h, on the part of the conformal boundary of D corresponding
to the image of L under T . This defines the same measure simultaneously for all choices of
T , with probability one.

Note that the behaviour of conformal maps near the boundary of a domain can be very
wild. For instance if D is a domain whose boundary is only Hölder with a certain exponent,
then the boundary Liouville measure defined as above may not be easy to construct directly
by approximation.

5.6 Convergence of random surfaces

Recall that we defined a random surface to be an equivalence class of pairs (D, h) where D
is a simply connected domain and h is a distribution on D, under the relation identifying
(D1, h1) and (D2, h2) if for some f : D1 → D2 conformal,

h2 = h1 ◦ f−1 +Q log |(f−1)′|.

The reason for this was that if h1 is a Dirichlet Gaussian free field in D1, then all members of
the equivalence class of (D1, h1) describe the same Liouville measure up to taking conformal
images.

Now, we have seen that the same thing is true when h1 is a Neumann GFF with an
arbitrary normalisation. And indeed if we want to view the Neumann GFF as a quantum
surface then we have to fix a normalisation, since the definition of quantum surface involves
distributions and not distributions modulo constants. But the Neumann GFF is only really
uniquely defined as a distribution modulo constants. This manifests itself in the following
problem: different ways of fixing the normalisation do not yield the same quantum surface
in law (see Example 5.46 below). So if we want to view the Neumann GFF as a quantum

6The conformal boundary of a simply connected domain D, equivalent to the Martin boundary (see
[BN11, §1.3]), is the set of limit points of D with respect to the metric d(x, y) = d(φ(x), φ(y)) for φ : D → D
conformal.
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surface, which normalisation should we pick? The lack of a canonical answer to this suggests
that, at least when working with quantum surfaces, it is perhaps more natural to look at a
slightly different object.

Another point of view is the following: if we consider a Neumann GFF h with some
arbitrary normalisation, and also the field h + C for some C, then the Liouville measure
for h + C is just eγC times the Liouville measure for h. So we can think that the quantum
surface described by h + C is a “zoomed in” version of the quantum surface defined by h.
(Note that this is distinct from rescaling space by a fixed factor and applying the change
of coordinate formula, since by definition this does not change the quantum surface). And
for some purposes, it will be very nice to have a quantum surface that is invariant (in law)
under this zooming. Such a property can be thought of as a type of scale invariance for
quantum surfaces.

In order to construct a surface (H, h) which does have this invariance property (once
again, by Example 5.46 below this is not true when h is a Neumann GFF with some arbitrary
normalisation), Sheffield [She16a] introduced the notion of quantum wedge. This will play
an important role in our study of the quantum gravity zipper in next section. Roughly
speaking, a quantum wedge is the limiting surface that one obtains by “zooming in” to a
Neumann GFF close to a point on the boundary. Since this surface is obtained as a scaling
limit, it automatically satisfies the desired scale invariance.

In order to make proper sense of the above discussion, we first need to provide a notion
of convergence for random surfaces – and more precisely, for surfaces with marked points on
their boundaries.

Definition 5.43 (Quantum surface with k-marked points). A quantum surface with k-
marked boundary points is an equivalence class of tuples (D, h, x1, · · · , xk) where D ⊂ C is
simply connected, h ∈ D′0(D), and x1, · · · , xk are points on the (conformal) boundary of D,
under the equivalence relation (D, h, x1, · · · , xk) ∼ (D′, h′, x′1, · · · , x′k) if and only if for some
T : D → D′ conformal with T (xi) = x′i for 1 ≤ i ≤ k (note that T extends to a to map
between conformal boundaries by definition):

h′ = h ◦ T−1 +Q log |(T−1)′|. (5.18)

We recall that Q = Qγ = 2/γ + γ/2 depends on the LQG parameter γ, and therefore so
does the notion of quantum surface, but we drop this from the notation for simplicity. Note
that since h is assumed to be in the space of distributions D′0(D), this definition may be
applied to a Neumann GFF with an arbitrary fixed normalisation.

In order to define a quantum surface S with k marked points, we need only specify a
single equivalence class representative (D, h, x1, · · · , xk). We will call such a representative
an embedding or parametrisation of the quantum surface.

This means that our usual topology on the space of distributions induces a topology on
the space of quantum surfaces (with k marked points):

Definition 5.44 (Quantum surface convergence). A sequence of quantum surfaces Sn con-
verges to a quantum surface S as n→∞ if there exist representatives (D, hn, x1, · · · , xk) of
Sn and (D, h, x1, · · · , xk) of S, such that hn → h in the space of distributions as n→∞.
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(We note that this notion of convergence is somewhat different from the notions used
in [She16a] or [DMS14], but this definition has the advantage that it makes sense for all
deterministic distributions viewed as quantum surfaces rather than a special class of random
ones. It is also, in any case, the one that actually used to verify convergence statements for
quantum surfaces, as will be discussed below.)

Now, when we are actually working with quantum surfaces, it will often be very useful
to specify a surface by describing a particular canonically chosen embedding. Of particular
interest are random surfaces (like the Neumann GFF or the quantum wedges to be defined
below), and this allows for certain special choices of embedding (we will see several in the
rest of this chapter and the next).

Example 5.45. Suppose that h is equal to a continuous function plus Neumann GFF (with
some normalisation) in D, and z0, z1 ∈ ∂D are such that the bulk Liouville measure µh for h
assigns finite mass to any finite neighbourhood of z0, and infinite mass to any neighbourhood
of z1.7 Then the doubly marked quantum surface (D, h, z0, z1) has a unique representative
(H, h̃, 0,∞) such that µh̃(D∩H) = 1. The distribution h̃ is called the canonical description
of the quantum surface in [She16a] (but bear in mind that it is only well defined when h is
in a particular class of distributions for which the Liouville measure makes sense). In fact,
in practice this is a difficult embedding to work with and we usually prefer others - see the
next section.

Example 5.46 (Zooming in – important!). Let h be a Neumann GFF in H, for concreteness,
normalised to have average zero in D∩H. Then the canonical descriptions of h and of h+100
(say), viewed as quantum surfaces in H with marked points at 0 and ∞, are very different.
This can be confusing at first, since h is in some sense defined “up to a constant”, but the point
is that “equivalence as quantum surfaces” and “equivalence as distributions modulo constants”
are not the same.

Indeed to find the canonical description of h we just need to find the (random) r such
that µh(B(0, r) ∩H) = 1, and apply the conformal map z 7→ z/r; the resulting field

h̃(z) = h(rz) +Q log(r)

defines the canonical description h̃ of the surface (H, h, 0,∞). On the other hand, in order to
find the canonical description of h+100, we need to find s > 0 such that µh+100(B(0, s)∩H) =
1. That is, we need to find s > 0 such that µh(B(0, s) ∩H) = e−100γ. The resulting field

h∗(z) = h(sz) +Q log(s) + 100

defines the canonical description of (H, h+ 100, 0,∞).
Note that in this example, the ball of radius s is much smaller than the ball of radius r.

Yet in h̃, the ball of radius r has been scaled to become the unit disc, while in h∗ it is the ball
7If h is just a Neumann GFF with arbitrary normalisation in an unbounded domain D, then this will be

the case whenever z1 =∞ and z0 is another ( 6=∞) boundary point where the boundary is smooth (say).

139



of radius s which has been scaled to become the unit disc. In other words, and since s is much
smaller than r, the surface (H, h + 100, 0,∞) is obtained by taking the surface (H, h, 0,∞)
and zooming in at 0.

5.7 (Thick) quantum wedges

As we will see very soon, a (thick) quantum wedge is the abstract random surface that arises
as the C →∞ limit of the doubly marked surface (h+C,H, 0,∞), when h is a Neumann GFF
in H with some normalisation plus certain logarithmic singularity at the origin. Thus, as
explained in the example above, it corresponds to zooming in near the origin of (h,H, 0,∞).

In practice however, we prefer to work with a concrete definition of the quantum wedge
and then prove that it can indeed be seen as a scaling limit. It turns out to be most convenient
to define it in the infinite strip S = R× (0, π) rather than the upper half plane, with the two
marked boundary points being +∞ and −∞ respectively. A conformal map transforming
(S,∞,−∞) into (H, 0,∞) is given by z 7→ −e−z. Then vertical line segments are mapped
to semicircles. To be precise, the segment {z : <(z) = s} is mapped to ∂B(0, e−s) ∩ H̄ for
every s ∈ R.

The following lemma will be used repeatedly in the rest of this chapter and the next.

Lemma 5.47 (Radial decomposition). Let S be the infinite strip S = {z = x+ iy ∈ C : y ∈
(0, π)}. Let H̄rad be the subspace of H̄1(S) obtained as the closure of smooth functions which
are constant on each vertical segment, viewed modulo constants. Let Hcirc be the subspace
obtained as the closure of smooth functions which have mean zero on all vertical segments.
Then

H̄1(S) = H̄rad ⊕Hcirc.

Proof. Suppose that g1 is a smooth function modulo constants in S, that is constant on
vertical lines, and that g2 is a smooth function in S that has mean zero on every vertical
line. Then it is straightforward to check that

∫∫
S
∇g1 · ∇g2 = 0. Indeed ∇g1 = (∂xg1, 0) and

∇g2 = (∂xg2, ∂yg2) where the partial derivative ∂xg1 is constant on vertical lines and ∂xg2

has average 0 on vertical lines. This means that ∇g1 · ∇g2 has average 0 on every vertical
line, and consequently has average 0 over S. By definition of H̄rad and Hcirc (as closures with
respect to (·, ·)∇) the two spaces are therefore orthogonal with respect to (·, ·)∇.

To check that they span H̄1(S), note that if f ∈ D̄(S) and we set frad(z) to be the
average of f on the line <z + i[0, 2π], then frad ∈ H̄rad. Moreover, defining fcirc = f − frad,
it is clear that fcirc ∈ Hcirc. From this it follows that if f ∈ H̄1(S) then we can write
f = limn fn = limn((fn)rad + (fn)circ) where by orthogonality, the sequences (fn)rad and
(fn)circ are each Cauchy and have individual limits frad ∈ H̄rad and fcirc ∈ Hcirc. Then
f = frad + fcirc, and the two spaces do indeed span H̄1(S).

Similarly to the domain Markov property for the Neumann GFF (that we saw arises
from the orthogonal decomposition H̄1(D) = H1

0 (D) ⊕ Harm(D)), this results in another
representation of the Neumann GFF on S modulo constants. Namely, it can be written as
h = hGFF

rad + hGFF
circ where:
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• hGFF
rad , hGFF

circ are independent;

• hGFF
rad (z) = B2s if <(z) = s, where B is an independent standard Brownian motion

modulo constants (by Theorem 5.36 and conformal invariance);

• hGFF
circ (z) has mean zero on each vertical segment.

We will now explain this briefly. If we define hGFF
rad to be constant on each vertical segment

with value equal to the average of h on that segment, then we know by Theorem 5.36 and
conformal invariance that hGFF

rad has the distribution above. Thus it remains to justify is
that (h− hGFF

rad , ρ) and (hGFF
rad , ρ) are independent for any ρ ∈ M̃S. For this, observe that if

(h̄n)n is as in Lemma 5.19, then (h̄n, ρ) converges in L2(P) and in probability, to a random
variable with the law of (h, ρ). Moreover ((h̄n)rad, ρ) and (h̄n−(h̄n)rad, ρ) are independent for
every n, with Var((h̄n)rad, ρ) ≤ Var((hGFF

rad , ρ)) and Var(h̄n − (h̄n)rad, ρ) ≤ Var(h − hGFF
rad , ρ).

This implies that (h − hGFF
rad , ρ) and (hGFF

rad , ρ) are uncorrelated and hence, by Gaussianity,
independent.

Note that the hGFF
rad part is defined modulo constants, while the hGFF

circ part has additive
constant fixed. Also observe that all the roughness of h is contained in the hGFF

circ part, as
hGFF

rad is a nice continuous function modulo constants. On the upper half plane, this would
correspond to a decomposition of h into a part which is a radially symmetric continuous
function (modulo constants), and one which has zero average on every semicircle (hence the
notation).

Remark 5.48 (Translation invariance of hGFF
circ ). Note that the Neumann GFF h on S is

invariant under horizontal translations (modulo constants), as it is conformally invariant
(modulo constants). Since the radial part is simply a two-sided Brownian motion, the trans-
lation invariance of this part modulo constants is also clear. Thus, we may deduce that the
circular part hGFF

circ is translation invariant as well. (Note that the additive constant here is
specified).

Let 0 ≤ α < Q = 2/γ+γ/2. We will define an α-(thick) quantum wedge by specifying
separately its averages on vertical line segments, and what is left when we subtract these.
The second of these components will be an element of Hcirc, having exactly the same law as
the corresponding projection hGFF

circ of the standard Neumann GFF. It is only the “radially
symmetric part” which is different.

The bound α < Q corresponds to the fact that we are defining so-called “thick” quantum
wedges. When α > Q it is possible to define something called a “thin” quantum wedge, as
introduced in [DMS14], but we will not touch on these in the present chapter.

Definition 5.49. Let

hrad(z) =

{
B2s + (α−Q)s if <(z) = s and s ≥ 0

B̂−2s + (α−Q)s if <(z) = s and s < 0
(5.19)

where B = (Bt)t≥0 is a standard Brownian motion, and B̂ = (B̂t)t≥0 is an independent
Brownian motion conditioned so that B̂2t + (Q− α)t > 0 for all t > 0.
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s 7→ (α−Q)s

s

hrad(z),<(z) = s

Figure 13: Schematic representation of the radially symmetric part of a quantum wedge in
a strip. When s < 0, the function is conditioned to be positive.

Let hcirc be a stochastic process indexed byM =MS that is independent of hrad and has
the same law as hGFF

circ . Then h = hrad + hcirc (which since hrad is just a continuous function
can again be defined as a stochastic process indexed byM) is called an α-quantum wedge
in S.

The conditioned process B̂ can be defined as a limit, as ε→ 0, of a (speed 2)-Brownian
motion with drift (Q− α), started from ε > 0 and conditioned to stay positive for all time.

To emphasise once more, our definition of quantum wedges is such that they come with a
specific normalisation; we will not want to consider them as distributions modulo constants.

Remark 5.50. Observe that by the corresponding property of the Neumann GFF, if we
restrict the index set of h defined above to D0(S), it gives rise to a stochastic process having
a version that a.s. defines a distribution in S i.e. an element of D′0(S). We can then define
the α-quantum wedge as a doubly marked random surface, by letting it be the equivalence
class of (S, h,+∞,−∞), in the sense of Definition 5.43. Using the change of coordinate
formula we could thus also view it as being parametrised by the upper half plane, and we
would obtain a distribution ĥ defined on H. However the expression for ĥ is not particularly
nice, and makes the following proofs more difficult to follow, which is why we usually take
the strip S as our domain of reference.

Nonetheless, there is an embedding of the wedge in the upper half plane for which the
associated field has a nice description in D+:

Remark 5.51. Note that when s > 0, hrad(s) is a Brownian motion with a drift of coefficient
α − Q < 0. This means that, embedding in the upper half plane using z 7→ −e−z and
taking into account the conformal change of variables formula, the obtained representative

142



(H, ĥ, 0,∞) of the quantum wedge has a logarithmic singularity (for the field ĥ) of coefficient
α near zero. In fact,

ĥ(z)
∣∣
D+

(law)
= (h+ α log 1/|z|)

∣∣
D+
,

where h has the law of a Neumann GFF in H, normalised so that it has zero average on the
semicircle of radius 1.

Remark 5.52 (Unit circle embedding). Suppose that h is a distribution on S of the form
hGFF

circ +hr where hr is constant on each vertical segment {<(z) = s}, and these constant values
define a continuous function hr(s) that is positive for all s ≤ s0 small enough. Consider the
unique translation of the strip so that the image of hr under this translation hits 0 for the
first time at s = 0, and let h̃ be the image of h after applying this translation, mapping to
H using the map z 7→ −e−z and applying the change of coordinates formula.

If a quantum surface has a representative of the form (S, h,∞,−∞) with h as above,
then we call (H, h̃, 0,∞) the unit circle embedding of this quantum surface.

The unit (semi)circle clearly plays a special role in this embedding since it is the image of
the vertical segment with <(z) = 0 on the strip. Note that if ĥ is defined as in Remark 5.51,
then (H, ĥ, 0,∞) is the unit circle embedding of the α-quantum wedge.

We can now state the result about the quantum wedge being the scaling limit of a
Neumann GFF with a logarithmic singularity near the origin.

Theorem 5.53. Fix 0 ≤ α < Q. Then the following hold:
(i) Let h̃ be a Neumann GFF in H with normalisation fixed so that (h̃, ρ0) is equal to 0 for
some ρ0 ∈MH\M̃H that is compactly supported away from the origin, and set h(z) = h̃(z)+
α log 1/|z|. Let hC be such that (H, hC , 0,∞) is the unit circle embedding of (H, h+C, 0,∞),
and let (H, hwedge, 0,∞) be the unit circle embedding of a quantum wedge. Then for any
R > 0, hC |RD+ converges in total variation distance to hwedge|RD+ as C →∞.
(ii) If (H, hwedge, 0,∞) is an α-quantum wedge, then (H, hwedge, 0,∞) and (H, hwedge+C, 0,∞)
have the same law as quantum surfaces.

Recall that (ii) says a quantum wedge is invariant under rescaling, while (i) says a quan-
tum wedge is the limit, zooming in near zero, of the surface described by h̃(z) + α log 1/|z|.
The fact that the convergence holds in the strong sense of total variation is very useful (as
we shall see in the next chapter).

Proof. We start with (i). We embed the field h into the strip S using the conformal map
z ∈ S 7→ φ(z) = −e−z ∈ H, and apply the change of coordinates formula (5.18) to the field.
The radial part of the resulting field can be written as the sum of a Gaussian random variable
(according to the choice of normalisation) plus a standard two-sided Brownian motion equal
to 0 at 0, with drift α−Q (+α coming from the logarithmic singularity of h, and −Q from the
change of coordinates). In general the Gaussian random variable and the Brownian motion
are not independent. Nevertheless, the radial part will hit −C/2 at some finite time almost
surely. We can therefore further apply a horizontal translation to the strip so that the new
resulting field hC/2 has radial part hitting −C/2 for the first time at time 0.
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By Corollary 5.37 (and scaling) it follows that hC/2 +C/2 restricted to S+ = S∩{<(z) >
0} converges in total variation distance, as C →∞, to the field

hGFF
circ |S+ + h, (5.20)

where h is independent of hGFF
circ , and is constant and equal to B2s+(α−Q)s on each vertical

segment {<(z) = s} (for B a standard Brownian motion with B0 = 0).
Note that the first hitting time sC of −C/2 by the process (B2s + (α − Q)s)s≥0 tends

to infinity almost surely as C → ∞. In particular, for C large enough, it will be > logR
with arbitrarily high probability (recall that for part (i) of the theorem we want to compare
hC |RD+ and hwedge|RD+ for R arbitrary but fixed as C →∞).

Write hwedge
rad for the radial part of hwedge and −s′C for the horizontal coordinate of the

leftmost vertical line segment where hwedge
rad is equal to C/2. Since hGFF

circ has the same law as
hwedge− hwedge

rad by definition (and hwedge
rad , hwedge− hwedge

rad are independent) it suffices for us to
show that the processes

• (B2(s+sC) + (α−Q)(s+ sC) + C/2) for times s ≥ −sC ; and

• (hwedge
rad ({<(z) = s})) for times s ≥ −s′C ,

can be coupled so that they agree with arbitrarily high probability as C →∞. This follows
because:

• the two processes have the same law for s ≥ 0;

• the total variation distance between sC and s′C tends to 0 as C →∞;

• conditionally on sC (resp. s′C) the time reversal of the top (resp. bottom) process on
the interval [−sC , 0] (resp. [−s′C , 0]) has the law of a Browian bridge from 0 to C/2,
conditioned to stay positive on this interval (in other words, a 3d-Bessel bridge).

The top and bottom bullet points above follow from the strong Markov property of
Brownian motion. It is the middle point that requires some more justification. However,
this is a result of the fact that a Brownian motion with positive drift, and a Brownian motion
with positive drift conditioned to stay positive, can be coupled so that they agree after time
t with arbitrarily high probability as t→∞.

Point (ii) of the theorem follows immediately, since scaling limits must be invariant under
scaling.

Remark 5.54. Note that the proof above is considerably simplified if we start with a
Neumann GFF normalised to have zero average on the upper unit semicircle. Indeed, in its
current, general form it is essentially made up of two steps: the first addition of C/2 takes
us to close to the case of this “nicely normalised” GFF, and the second addition of C/2 takes
us close to the quantum wedge.
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As an example of application of this result, we mention that a quantum wedge field ĥ
with parameter α < Q has a well-defined Liouville bulk measure µĥ and boundary measure
νĥ, since it can be coupled with arbitrarily high probability to a Neumann GFF (with a
given logarithmic singularity) plus a constant. Note that these measures are locally finite
and atomless almost surely, by the results of Chapter 3 (with base measure σ incorporating
the log-singularity).

Hence, we obtain the following strengthening of Theorem 5.53. We emphasise that we
are making use of the strong convergence in total variation distance here, which allows us
to couple things so that they are actually equal (when restricted to compacts) with high
probability. We are also using that for a quantum surface parametrised by H with marked
points at 0 and ∞, as in Example 5.45, the scaling map that determines the canonical
parametrisation only depends on the field in a neighourhood of the origin with unit LQG
area.

Corollary 5.55. (i) Suppose that h̃, h are as in Theorem 5.53. If (H, hC , 0,∞) is the
canonical description of (H, h + C, 0,∞) and (H, ĥ, 0,∞) is the canonical description of
an α-quantum wedge, then for any R > 0, hC |RD+ → ĥ|RD+ in total variation distance as
C →∞.
(ii) Let µhC , µĥ be the respective Liouville measures of hC , ĥ as in (i). Then for any R > 0
µhC |RD+ → µĥ|RD+ in total variation distance as C →∞.

We remark that Definition (ii) above was actually used in some of the earlier work of
Sheffield, for example in [She16a], as the definition of convergence for quantum surfaces.

5.8 Exercises

1. This exercise provides an alternative approach to the whole plane GFF than that pre-
sented in Section 5.4. In particular, it establishes a relationship with the Dirichlet GFF
through its odd part.

Consider the Hilbert space completion (H̄C, (·, ·)∇) of the set of smooth functions mod-
ulo constants in C with finite Dirichlet norm.

Let
H̄even = {h ∈ H̄C : h(z)− h(0) = h(z̄)− h(0), z ∈ C}

and likewise let

H̄odd = {h ∈ H̄C : h(z)− h(0) = −(h(z̄)− h(0)), z ∈ C}

(note that h(z) − h(0) is well defined for a function modulo constants). Show that
H̄C = H̄even ⊕ H̄odd. (Hint: orthogonality follows from the change of variables z 7→ z̄).

The whole plane GFF is then the “standard Gaussian” associated to this Hilbert space:

h∞ =
∑
n

Xnf̄n,
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where Xn are i.i.d. standard normal random variables, and f̄n is an orthonormal basis
of H̄C. Show that this series converges almost surely in the space D′0(C), and if

h∞ = h∞even + h∞odd

is decomposed into even and odd parts, then h∞even|H is 1/
√

2 times a Neumann GFF
in H, and that h∞odd|H is (modulo additive constant) 1/

√
2 times a Dirichlet GFF in H.

2. Suppose ρ ∈ D̃0(D) is viewed as an element of the Hilbertian dual of H̄1(D) via the
mapping ρ : f 7→

∫
f(x)ρ(x) for f ∈ D̄(D). Let gρ be the unique element in H̄1(D)

(which exists by the Riesz-representation theorem) such that ρ(f) = (gρ, f)∇ for all
f ∈ H̄1(D). Show that if G is any valid choice of covariance function for the Neumann
GFF modulo constants in D, then

(ρ, ρ)G :=

∫
ρ(x)G(x, y)ρ(y) dxdy = (gρ, gρ)∇ = ‖ρ‖(H̄1(D))′ .

Deduce that M̃ is a subset of the Hilbert space completion of D̃0(D) with respect to
(·, ·)G.

3. Prove (5.16) (see the proof of Theorem 2.8). Check that the boundary Liouville measure
ν satisfies the same KPZ relation as the bulk Liouville measure.

4. Suppose we sample a point x from the boundary Liouville measure ν (restricted to
(0,1) and renormalised so that it is a probability distribution). Is the point x thick for
the field? If so, how thick?

5. Show that Theorem 5.53 (i) remains true if we replace h by h = h̃+ α log(1/| · |) + ϕ,
where h̃ is a Neumann GFF on H with some normalisation and ϕ is a function which
is independent of h̃ and continuous at 0: that is, show that if h is as above then as
C →∞, the surfaces (H, h+ C, 0,∞) converge to an α-thick wedge.

6. Let D = {z : arg(z) ∈ [0, θ]} be the (Euclidean) wedge of angle θ, and suppose that
θ ∈ (0, 2π). Let h be a Neumann GFF in D. Show that by zooming in (D, h) near
the tip of the wedge, we obtain a thick quantum wedge with α = Q(θ/π − 1) (which
satisfies α < Q if θ < 2π).

7. (Proposition 4.7 in [DMS14]): show the following characterisation of quantum wedges.
Fix α < Q and suppose that h is a fixed representative of a quantum surface parametrised
by H. Suppose that the following hold:

(i) The law of (H, h, 0,∞) (as a quantum surface with two marked points 0 and ∞) is
invariant under the operation of multiplying its area by a constant. That is, if we fix
C ∈ R, then (H, h+ C/γ, 0,∞) has the same law as (H, h, 0,∞).

(ii) The total variation distance between the law of h restricted to B(0, r) and the law
of an α-quantum wedge field hwedge (in its unit circle embedding in H) restricted to
B(0, r) tends to 0 as r → 0.
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Then (H, h, 0,∞) has the law of an α-quantum wedge; more precisely h has the law of
hwedge.

8. (Quantum cones.) By replacing the strip S = R × (0, π) with the infinite cylinder
S̄ = R × (0, π) mod π (so the top and bottom boundaries of the strip are identified,
define for all α < Q a quantum surface (S̄, h) such that Theorem 5.53 holds, with the
Neumann GFF h in that theorem replaced by a whole plane GFF h on C. Such a
surface is called a (thick) quantum cone [DMS14].

State and prove the analogue of Exercise 6.
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6 SLE and the quantum zipper
In this section we discuss some fundamental results due to Sheffield [She16a], which have
the following flavour.

1. Theorem 6.1: An SLEκ curve has a ‘nice’ coupling with eγh, when h is a certain variant
of the Neumann GFF. This coupling can be formulated as a Markov property analogous
to the domain Markov properties inherent to random maps. It makes the conjectures
about convergence of random maps toward Liouville quantum gravity plausible, and
in particular justifies that the “right” relationship between κ and γ is κ = γ2.

2. Theorem 6.9: An SLEκ curve can be endowed with a random measure which can
roughly be interpreted as eγhdλ for dλ a natural length measure on the curve. (In fact,
the measure dλ is in itself hard to define, and the exponent γ needs to be changed
slightly from

√
κ to take into account the quantum scaling exponent of the SLE curve

- see [BSS14] for a discussion - so we will not actually take this route to define the
measure. We will instead use the notion of quantum boundary length. This has the
advantage that measures on either side of the SLEκ curve can be defined without
difficulty, but we will have to do a fair bit of work to show that they are the same).

3. Theorem 6.31: An SLEκ curve slits the upper half plane into two independent random
surfaces, glued according to boundary length. Thus, SLE curves are solutions of natural
random conformal welding problems. In fact, the existence of such solutions from a
complex analytic view point is a highly non-trivial problem.

? We collect some relevant background material on SLE in Appendix A.1. Readers un-
familiar with the theory may wish to refer to this now.

6.1 SLE and GFF coupling; domain Markov property

Here we describe one of the two couplings between the GFF and SLE. This was first stated
in the context of Liouville quantum gravity (although presented slightly differently from
here) in [She16a]. However, ideas for a related coupling go back to two seminal papers by
Schramm and Sheffield [SS13] on the one hand, and Dubédat [Dub09] on the other.

Notational remark: Unless stated otherwise, in what follows the use of bars (e.g., h̄) in-
dicates a distribution that is considered modulo constants.

Let h̄ be a Neumann GFF on H (viewed modulo constants), let κ = γ2 ∈ (0, 4), and set

h̄0 = h̄+ ϕ where ϕ(z) =
2

γ
log |z|; z ∈ H. (6.1)
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z− z+

Figure 14: Start with the field h̄0 and an independent SLEκ curve run up to some time T .
After mapping h̄0, restricted to the complement of the curve HT , by the Loewner map g̃T
and applying the change of coordinate formula, we obtain a distribution modulo constants
h̄T in H which by the theorem has the same law as h̄0. This is a form of Markov property
for random surfaces.

Hence h̄0 is a Neumann GFF from which we have subtracted (rather than added) a logarith-
mic singularity at zero. (The reason for the choice of multiple 2/γ will become clear only
gradually.)

Let η = (ηt)t≥0 be an independent chordal SLEκ curve in H, going from 0 to ∞ and
parameterised by half-plane capacity, where κ = γ2. Let gt be the unique conformal map
gt : H \ {ηs}s≤t → H such that gt(z) = z + 2t/z + o(1/z) as z → ∞ (we will call gt the
Loewner map). Then

dgt(z)

dt
=

2

gt(z)− ξt
; z /∈ {ηs}s≤t

where (ξt)t≥0 is the Loewner driving function of η, and has the law of
√
κ times a standard

one-dimensional Brownian motion. Let g̃t(z) = gt(z)− ξt be the centred Loewner map.

Theorem 6.1. Let T > 0 be deterministic, and set

h̄T = h̄0 ◦ g̃−1
T +Q log |(g̃−1

T )′|, where Q =
2

γ
+
γ

2
.

Then h̄T defines a distribution in H modulo constants which has the same law as h̄0.

Remark 6.2. Here we have started with a field h̄0 with a certain law (described in (6.1))
and a curve η which is independent of h̄0. However, η is not independent of h̄T . In fact, we
will see later on that h̄T entirely determines the curve (ηs)0≤s≤T . More precisely, we will see
in Theorem 6.9 that when we apply the map g̃T to the curve (ηs)0≤s≤T the boundary lengths
(measured with h̄T ) of the two intervals to which η is mapped by g̃T must agree: that is, on
Figure 14, the γ-quantum lengths (with respect to h̄T ) of [z−, 0] and [0, z+] are the same.
(Note that these quantum lengths are only defined up to a multiplicative constant but their
ratio is well defined, so this statement makes sense.) Then, in Theorem 6.29, we will show
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that given h̄T , the curve (ηs)0≤s≤T is determined by the requirement that g̃−1
T maps intervals

of equal quantum length to identical pieces of the curve η. This is the idea of conformal
welding (we are welding H to itself by welding together pieces of the positive and negative
real line that have the same quantum length).

Remark 6.3. Suppose that instead of starting with h̄0, viewed modulo constants, we took h0

to be an equivalence class representative of h̄0 with additive constant fixed in some arbitrary
way (for example, so that (h0, ρ0) = 0 for some deterministic ρ0 ∈ M with

∫
ρ0 = 1). Then

hT := h0 ◦ g̃−1
T +Q log |(g̃−1

T )′| would be such that

hT − (hT , ρ0)
(law)
= h0 as distributions.

In other words, the laws of hT and h0 would differ by a random constant.

Remark 6.4. The proof of the theorem (and the statement which can be found in Sheffield’s
paper [She16a, Theorem 1.2]), involves the (centred) reverse Loewner flow ft rather than,
for a fixed t, the map g̃−1

t . In this context, the theorem is equivalent to saying that

h̄T = h̄0 ◦ fT +Q log |f ′T |, where Q =
2

γ
+
γ

2
.

Moreover, in this case the theorem is also true if T is a bounded stopping time (for the
underlying reverse Loewner flow). The current formulation of Theorem 6.1 has been chosen
because the usual forward Loewner flow is a simpler object and more natural in the context
of the Markovian interpretation discussed below. On the other hand, the formulation in
terms of the reverse flow will be the most useful when we actually come to prove things in
this section.

Discussion and interpretation. Let HT = H \ {ηs}0≤s≤T and let h0 be an equivalence
class representative of h̄0 (defined by (6.1)), with additive constant fixed in some arbitrary
way. In the language of random surfaces, Theorem 6.1 (more precisely, Remark 6.3) states
that the random surface (HT , h0|HT , η(T ),∞) has the same distribution, up to multiplying
areas by a random constant, as (H, h0, 0,∞). This is because hT is precisely obtained from
h0 by mapping its restriction to HT through the centered Loewner map g̃T and applying
the change of coordinate formula. The meaning of “up to multiplying areas by a random
constant” corresponds to the fact that the laws of hT and h0 differ by a random constant:
see Remark 6.3.

To rephrase the above, suppose we start with a surface described by (H, h0, 0,∞). Then
we explore a small portion of it using an independent SLEκ, started where the logarithmic
singularity of the field is located (here it is important to assume that γ and κ are related by
κ = γ2). In this exploration, what is the law of the surface that remains to be discovered after
some time T? The theorem states that, after zooming in or out by a random amount8, this

8Recall from Section 5.6 that we can view the addition of a constant to the field describing a random
surface, equivalently multiplying the area measure for the random surface by a constant, as “zooming” in or
out of the surface.
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law is the same as the original one. Hence the theorem can be seen as a domain Markov
property for Liouville quantum gravity.

The fact that this invariance only holds up to additive constants for the field/multiplicative
constants for the area measure, is because the Neumann GFF is only really uniquely defined
modulo constants. A more natural result comes if one replaces the Neumann GFF by a
quantum wedge, which is scale invariant by definition (meaning that if one adds a constant
to the field, its law as a quantum surface does not change). In this context, we have a similar
Markov property, but only if the exploration is stopped when the quantum boundary length
of the curve reaches a given value: see Theorem 6.9 and Theorem 6.15. Of course at the
moment, however, we do not even know that the quantum boundary length of SLE is well
defined - this will be addressed in Section 6.2.

Connection with the discrete picture. This Markov property is to be expected from
the discrete side of the story. To see this, consider for instance the uniform infinite half
plane triangulation (UIHPT) constructed by Angel and Curien [AS03, Ang03, AC15]. This
is obtained as the local limit of a uniform planar map with a large number of faces and a
large boundary, rooted at a uniform edge along the boundary. One can further add a critical
site percolation process on this map by colouring vertices black or white independently with
probability 1/2 (as shown by Angel, this is indeed the critical value). We make an exception
for vertices along the boundary, where those to the left of the root edge are coloured in
black, and those to the right in white. This generates an interface and it is possible to use
that interface to discover the map. Such a procedure is called peeling and was used with
great efficacy by Angel and Curien [AC15] to study critical percolation on the UIHPT. The
important point for us is that conditionally on the map being discovered up to a certain
point using this peeling procedure, it is straightforward to see that the rest of the surface
that remains to be discovered also has the law of the UIHPT. An analogue also exists for
FK models with q ∈ (0, 4) in place of critical percolation.

This suggests that a nice coupling between the GFF and SLE should exist, recalling the
discussion of Section 4.2. However, identifying the exact analogue in the continuum requires
a little thought. First, observe that if one embeds the UIHPT into the upper half plane with
the distinguished root edge sent to 0, there is a freedom in how the upper half plane is scaled.
Roughly, it can be specified how many triangles should be mapped into the upper unit semi-
disc. The natural scaling limit to consider is then the one that arises by letting this number
of triangles go to infinity, and rescaling the counting measure on faces appropriately. Note
that such a scaling limit will be a “scale invariant” random surface by definition. Indeed, it
is expected to be the (γ =

√
8/3) LQG measure associated with a certain quantum wedge.

In fact, it is known that in the abstract “Gromov–Hausdorff–Prokhorov topology”, the
UIHPQ9 equipped with its natural area measure converges under the rescaling described
above to a metric measure space known as the Brownian half-plane [BMR19, GM17b]. Fur-
thermore, the aforementioned quantum wedge can be equipped with metric in such a way
that it agrees in law with the Brownian half plane as a metric measure space. Conjectures
also hold for other models of maps, and correspondingly, for wedges associated with different

9quandrangulation rather than triangulation here
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values of γ. This explains (arguably) why the most natural Markov property is actually the
one that holds for quantum wedges.

Proof of Theorem 6.1. First, the idea is to use the reverse Loewner flow rather than the
ordinary Loewner flow gt(z) and its centered version g̃t(z) = gt(z) − ξt. Recall that while
g̃t(z) : Ht → H satisfies the SDE:

dg̃t(z) =
2

g̃t(z)
dt− dξt,

in contrast, the reverse Loewner flow is the map ft : H→ Ht := ft(H) defined by the SDE:

dft(z) = − 2

ft(z)
dt− dξt.

Note the change of signs in the dt term, which corresponds to a change in the direction of
time. This Loewner flow is building the curve from the ground up rather than from the
tip. More precisely, in the ordinary (forward) Loewner flow, an unusual increment for dξt
will be reflected in an unusual behaviour of the curve near its tip at time t. But in the
reverse Loewner flow, this increment is reflected in an unusual behaviour near the origin.
Furthermore, by using the fact that for any fixed time T > 0, the process (ξT − ξT−t)0≤t≤T is
a Brownian motion with variance κ run for time T > 0, the reader can check that fT = g̃−1

T

in distribution. Note that this is not necessarily true if T is a stopping time: we will see an
example of this later on.

Lemma 6.5. Suppose that γ ∈ (0, 2) and κ > 0 is arbitrary. For z ∈ H, let

Mt = Mt(z) :=
2√
κ

log |ft(z)|+Q log |f ′t(z)|; Q =
2

γ
+
γ

2
.

Then for any fixed z, (Mt(z); t ≥ 0) is a continuous local martingale (with respect to the
filtration generated by ξ) if and only if κ = γ2. Furthermore, if z, w ∈ H, then the quadratic
cross variation between M(z) and M(w) satisfies

d[M(z),M(w)]t = 4<(
1

ft(z)
)<(

1

ft(w)
)dt

Proof. Set Zt = ft(z). Then dZt = −2/Ztdt − dξt. Set M∗
t = 2√

κ
log ft(z) + Q log f ′t(z), so

that Mt = <(M∗
t ). Applying Itô’s formula we see that

d logZt =
dZt
Zt
− 1

2

d[ξ]t
Z2
t

= −dξt
Zt

+
1

Z2
t

(−2− κ/2)dt.

To obtain df ′t(z) we differentiate dft(z) with respect to z. We find that

df ′t(z) = 2
f ′t(z)

Z2
t

dt,
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and therefore

d log f ′t(z) =
df ′t(z)

f ′t(z)
=

2

Z2
t

dt.

Putting the two pieces together we find that

dM∗
t = − 2dξt√

κZt
+

1

Z2
t

(
2√
κ

(−2− κ/2) + 2Q

)
dt. (6.2)

The dt term vanishes if and only if 2/
√
κ +
√
κ/2 = Q. Clearly this happens if and only if

γ =
√
κ given the range of these two parameters.

Furthermore, taking the real part in (6.2), if z, w are two points in the upper half plane
H, then the quadratic cross variation between M(z) and M(w) is a process which can be
identified as

d[M(z),M(w)]t = 4<(
1

ft(z)
)<(

1

ft(w)
)dt,

and so Lemma 6.5 follows.

One elementary but tedious calculation shows that if

Gt(z, w) = GH(ft(z), ft(w)) = − log(|ft(z)− ft(w)|)− log(|ft(z)− ft(w)|)

then Gt(z, w) is a finite variation process (in fact it is non-increasing) and furthermore:

Lemma 6.6. We have that

dGt(z, w) = −4<(
1

ft(z)
)<(

1

ft(w)
)dt.

In particular, d[M(z),M(w)]t = −dGt(z, w).

Proof. This is proved in [She16a, Section 4]. We encourage the reader to skip the proof here,
which is included only for completeness. (However, the result itself will be quite important
in what follows.)

Set Xt = ft(z) and Yt = ft(w). From the definition of the Neumann Green function,

dGt(x, y) = −d log(|Xt − Ȳt|)− d log(|Xt − Yt|)
= −<(d log(Xt − Ȳt))−<(d log(Xt − Yt)).

Now, dXt = (2/Xt)dt− dξt and dYt = (2/Yt)− dξt so taking the difference

d(Xt − Yt) =
2

Xt

dt− 2

Yt
dt = 2

Yt −Xt

XtYt
dt

and so
d log(Xt − Yt) = − 2

XtYt
dt; d log(Xt − Ȳt) = − 2

XtȲt
dt.
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Thus we get

dGt(x, y) = −2<(
1

XtYt
+

1

XtȲt
)dt. (6.3)

Now, observe that for all x, y ∈ C,

1

xy
+

1

xȳ
=
x̄ȳ + x̄y

|xy|2
=
x̄(ȳ + y)

|xy|2
=

2<(y)

|xy|2
x̄.

Therefore, plugging into (6.3):

dGt(x, y) = −4
<(Xt)<(Yt)

|XtYt|2
= −4<(

1

Xt

)<(
1

Yt
)

as desired.

Equipped with the above two lemmas, we prove Theorem 6.1. Set h̄0 = h̄ + ϕ = h̄ +
2
γ

log |z|, and let (ft; t ≥ 0) be an independent reverse Loewner flow as above. Define

h̄t = h̄0 ◦ ft +Q log |f ′t |.

Then, viewed as a distribution modulo constants, we claim that:

h̄t has the same distribution as h̄0. (6.4)

Let ρ be a test function with zero average, so ρ ∈ D̄(H). To prove (6.4), it suffices to
check that (h̄t, ρ) is a Gaussian with mean (ϕ, ρ) and variance as in (5.5), i.e., σ2 =∫
ρ(dz)ρ(dw)G(z, w) where G(z, w) is a valid choice of covariance for the Neumann GFF

in H.
To do this, we take conditional expectations given Ft = σ(ξs, s ≤ t), to see that

E(ei(h̄t,ρ)|Ft) = ei(
2
γ

log |ft|+Q log |f ′t |,ρ) × E(ei(h̄◦ft,ρ)|Ft)

Now we evaluate the term in the conditional expectation above. By conformal invariance,
h̄ ◦ ft is a Neumann GFF (modulo constants) in Ht. The integral (h̄ ◦ ft, ρ) is a priori an
integral over all of H, but since the curve η has a.s. zero Lebesgue measure, we can view it
as an integral only over Ht (and note that the restriction of ρ to Ht also has average value
zero). Therefore, given Ft, (h̄ ◦ ft, ρ) is a Gaussian random variable with mean zero and
variance ∫

Ht

GHt(z, w)ρ(z)ρ(w)dzdw =

∫
H
GH(ft(z), ft(w))ρ(z)ρ(w)dzdw,

where the equality follows by conformal invariance of the Green function. Hence, if we let
Mt(ρ) =

∫
Mt(z)ρ(z)dz we deduce that

E(ei(h̄t,ρ)|Ft) = eiMt(ρ) × e−
1
2

∫
ρ(z)ρ(w)Gt(z,w)dzdw. (6.5)
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Moreover, an application of Fubini’s theorem (using for instance that [M(z),M(w)]t =
G(z, w)−Gt(z, w) ≤ G(z, w) for each t) gives that

[M(ρ)]t =

∫
ρ(z)ρ(w)d[M(z),M(w)]tdzdw.

and hence by Lemma 6.6,∫
ρ(x)ρ(y)Gt(x, y)dxdy =

∫
ρ(z)ρ(w)G(z, w)dzdw − [M(ρ)]t.

Combining with (6.5) finally implies that

E(ei(h̄t,ρ)) = e−
1
2

∫
ρ(z)ρ(w)G(z,w)dzdwE(eiMt(ρ)+ 1

2
[M(ρ)]t).

To conclude we observe that by Itô’s formula, eiMt(ρ)+ 1
2

[M(ρ)]t is an exponential local martin-
gale, and it is not hard to see that it is a true martingale (since [M(ρ)]t .

∫
|ρ(z)||ρ(w)|G(z, w) dzdw,

which is finite, for all t). We deduce that the expectation in the right hand side above is
equal to E(ei(M0,ρ)) = ei(ϕ,ρ), and therefore

E(ei(ht,ρ)) = e−
1
2

∫
ρ(z)ρ(w)G(z,w)dzdwei(ϕ,ρ).

This proves (6.4). Arguing that ft and g̃−1
t have the same distribution finishes the proof of

the theorem.

Remark 6.7. As mentioned earlier, since the proof relies on martingale computation and
the optional stopping theorem, the theorem remains true if T is a (bounded) stopping time
for the reverse Loewner flow.

Remark 6.8. This martingale is obtained by taking the real part of a certain complex
martingale. Taking its imaginary part (in the case of the forward flow) gives rise to the
imaginary geometry developed by Miller and Sheffield in a striking series of papers [MS16a,
MS16b, MS16c, MS17].

6.2 Quantum length of SLE

We start with one of the main theorems of this section, which allows us, given a chordal SLEκ
curve and an independent Neumann GFF, to define a notion of quantum length of the curve
unambiguously. The way this is done is by mapping the curve down to the real line with
the centred Loewner map g̃t, and using the quantum boundary measure ν (associated with
the image of the GFF via the change of coordinates formula) to define the length. However,
when we map away the curve using the map g̃t, each point of the curve corresponds to two
points on the real line - except for the tip of the curve which is sent to the origin since we
consider the centred map. Hence, to measure the length of the curve, we need to know that
measuring the length on one side of 0 almost surely gives the same answer as measuring the
length on the other side of 0.

This is basically the content of the next theorem. For ease of proof, the theorem is stated
in the case where h is not a Neumann GFF but rather the field of a certain wedge. However,
we will see (Corollary 6.11) that this is no loss of generality.
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Theorem 6.9. Let 0 < γ < 2 and let (H, h, 0,∞) be an α-quantum wedge in the unit circle
embedding, with α = γ − 2/γ. Let ζ be an independent SLEκ with κ = γ2. Let g̃t be the
(half-plane capacity parametrised) centred Loewner flow for ζ, and consider the distribution
ht = h ◦ g̃−1

t + Q log |(g̃−1
t )′| as before. Let νht be the boundary Liouville measure on R

associated with the distribution ht. Finally, given a point z ∈ ζ([0, t]), let z− < z+ be the
two images of z under g̃t. Then

νht([z
−, 0]) = νht([0, z

+]),

almost surely for all z ∈ ζ([0, t]).

Remark 6.10. By Remark 6.3 and the fact that the slit domain formed by an SLEκ with κ <
4 is a.s. Hölder continuous, we see that a Neumann GFF (with arbitrary normalisation) plus
a (γ−2/γ) log-singularity in such a slit domain does satisfy the conditions of Definition 5.42.
That is, the quantum boundary length on either side of the curve is well-defined by mapping
down to the real line. Since a (γ − 2/γ) quantum wedge in the unit circle embedding has
the same law when restricted to B(0, 1) ∩ H as such a Neumann GFF (with normalisation
fixed so that it has mean value 0 on the upper unit semicircle) this implies that the field h
of the above theorem also satisfies the conditions of Definition 5.42, at least when restricted
to B(0, 1). Scale invariance implies that this holds when the field is restricted to any large
disc. In other words, the boundary Liouville measure νht for ht is well defined.

Corollary 6.11. Theorem 6.9 is still true when h is replaced by a Neumann GFF on H,
with arbitary normalisation. Indeed, by the discussion in the previous remark, it is true until
the curve exits the upper unit semidisc, when the normalisation for the GFF is such that it
has average 0 on the upper unit semicircle. This extends to arbitrary normalisations, since
two Neumann GFFs with different normalisations (can be coupled so that they) differ by a
random additive constant. Finally, scaling removes the need to restrict to the unit semidisc.

Definition 6.12. The quantity νht([ζ(s)−, 0]) = νht([0, ζ(s)+]) is called the quantum length
of ζ([s, t]) in the wedge (H, h, 0,∞).

False proof of Theorem 6.9. The following argument does not work but helps explain the
idea and why wedges are a useful notion. Let ζ be the infinite SLEκ curve parametrised by
half-plane capacity. Let L(t) = νht([ζ(t)−, 0]) be the quantum length of left hand side of the
curve ζ up to time t (measured by computing the boundary quantum length on the left of
zero after applying the map g̃t) and likewise, let R(t) be the quantum length of the right-hand
side of ζ. Then it is tempting (but wrong) to think that, because SLE is stationary via the
domain Markov property, and the Neumann GFF is invariant by Theorem 6.1, L(t) and R(t)
form processes with stationary increments. If that were the case, we would conclude from
Birkhoff’s ergodic theorem for stationary increments processes that L(t)/t converges almost
surely to a possibly random constant, and R(t)/t converges also to a random constant. We
would deduce that L(t)/R(t) converges to a possibly random constant. Finally, we would
argue that this constant cannot be random because of tail triviality of SLE (i.e., of driving
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Brownian motion) and in fact must be one by left-right symmetry. On the other hand by
scale invariance, the distribution of L(t)/R(t) is constant. Hence we would deduce that
L(t) = R(t).

This proof is wrong on at least two counts: first of all, it is not true that L(t) and R(t)
have stationary increments. This does not hold, for instance, because h loses its stationarity
(i.e., the relation hT = h0 in distribution does not hold) as soon as a normalisation is fixed
for the Neumann GFF. Likewise the scale invariance does not hold in this case. This explains
the importance of the concept of wedges, for which scale invariance holds by definition, as
well as a certain form of stationarity (see Theorem 6.15). These properties allow us to make
the above proof rigorous.

6.3 Proof of Theorem 6.9

Essential to the proof of Theorem 6.9 is the definition of two stationary processes: the
capacity zipper and the quantum zipper. As in the original paper of Sheffield [She16a], once
the existence and stationarity of these processes is proven, Theorem 6.9 follows relatively
easily (in fact, using a similar argument to the “false proof” above).

In order to simplify notation in what follows, whenever f is a conformal map and h is a
distribution or distribution modulo constants, we write

f(h) := h ◦ f−1 +Q log |(f−1)′|. (6.6)

From now on we assume that γ ∈ (0, 2) is fixed, Q = Qγ, and κ = γ2. Recall that D̄′0(H)
denotes the space of distributions modulo constants on H, and we write C([0,∞),H) for the
space of continuous functions from [0,∞) to H.

Theorem 6.13 (Capacity zipper). There exists a two-sided stationary process (h̄t, ηt)t∈R,
taking values in D̄′0(H)× C([0,∞);H), such that:

• (Marginal law) (h̄0, η0) has the law of a Neumann GFF (modulo constants) plus the
function ϕ(z) = 2

γ
log |z|, together with an independent SLEκ;

• (Positive time) there exists a family of conformal maps (ft)t≥0 : H → H \ ηt([0, t]),
whose (marginal) law is that of a reverse SLEκ Loewner flow parametrised by capacity,
and such that h̄t|H\ηt([0,t]) = ft(h̄

0) and ηt([t,∞)) = ft(η
0) for all t ≥ 0;

• (Negative time) for t < 0, if g̃−t is the centred Loewner map corresponding to
η0([0,−t]) then ηt = g̃−t(η

0) and h̄t = g̃−t(h̄
0).

Thus given a field h̄0 and an independent SLEκ infinite curve η0, we can either “zip it up”
(weld it to itself) to obtain the configuration (h̄t, ηt) for some t > 0, or “zip it down” (cut
it open along η0) to obtain the configuration (h̄t, ηt) for some t < 0. See Figure 15. Beware
that the relation between time t and time 0 is opposite to that of Theorem 6.1 - hence the
change in notation from subscripts to superscripts for the time index.
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ft (t > 0)

welding or “zipping up”

h̄0

η0

h̄t

ηt

cutting or “zipping down”

Figure 15: The capacity zipper

Also note that for t > 0, h̄t|H\ηt([0,t]) uniquely defines h̄t as a distribution modulo con-
stants on H (since ηt([0, t]) is independent of h̄t and has Lebesgue measure zero). The term
“capacity” in the definition refers to the fact that in any positive time t, we are zipping up
a curve with 2t units of half-plane capacity.

Remark 6.14. Note that the capacity zipper of Theorem 6.13 is defined to be a process
taking values in D̄′0(H) × C([0,∞),H). However, we can also define from (h̄0, η0, (ft)t≥0)
a version (h̃t, ηt)t≥0 of the capacity zipper indexed by positive times and taking values in
D′0(H) × C([0,∞),H). That is, so that the field at any time is a distribution, not just a
distribution modulo constants.

To do this, we can just fix a normalisation of h̄0 to obtain h̃0 ∈ D′0(H), and then for t > 0
set (h̃t, ηt) := (ft(h̃

0),H \ ft(H \ η0)). Note that this process will be no longer stationary:
for given t, h̃t will have the law of h̃0 plus a random constant.

Now we move on to the definition of the quantum zipper. For this, we need the notion of
doubly marked surface-curve pair. This is just an extension of the definition of doubly marked
surface, when the surface comes together with a chordal curve. More precisely, suppose that
for i = 1, 2, Di is a simply connected domain with marked boundary points (ai, bi), hi is a
distribution in Di, and ηi is a simple curve (considered up to time reparametrisation) from
ai to bi in Di. We say that (D1, h1, a1, b1, η1) and (D2, h2, a2, b2, η2) are equivalent if there
exists a conformal map f : D1 → D2 such that h2 = f(h1), a2 = f(a1), b2 = f(b1) and
η2 = f(η1). A doubly marked surface-curve pair (from here on in just surface-curve pair) is
an equivalence class of (D, h, a, b, η) under this equivalence relation.

Theorem 6.15 (Quantum zipper). There exists a two-sided process

(ht, ζt)t∈R = ((H, ht, 0,∞), ζt)t∈R

that is stationary as a process of surface-curve pairs, and such that:
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• (H, h0, 0,∞) is a quantum wedge in the unit circle embedding;

• (h0, ζ0) has the law, as a surface-curve pair, of a (γ − 2/γ) quantum wedge together
with an independent SLEκ;

• for any t > 0, if ζ0 is parametrised by half plane capacity, if

σ(t) := inf{s ≥ 0 : νh0
(
RHS of ζ0([0, s])

)
≥ t},

and if g̃σ(t) is the centred Loewner map sending H \ ζ0[0, σ(t)] to H, then we have that
h−t = g̃σ(t)(h

0) and ζ−t = g̃σ(t)(ζ
0).

Note that by stationarity, this defines the law of the process for all time (positive and nega-
tive).

So this is a similar picture to that of the capacity zipper (moving backwards in time
corresponds to “cutting down” and hence moving forward in time corresponds to “zipping
up”) but now a segment of ζ0 with right h0 LQG-boundary length t is cut out between
times 0 and −t. Hence the name “quantum zipper”: the dynamic is parametrised by (right)
quantum boundary length. Note that it makes sense to talk about the right boundary length
of a segment of η, by conformally mapping to the upper half plane and applying the change
of coordinate formula (see Remark 6.10). Also note the difference with the capacity zipper:
here h0 is a distribution (not a distribution modulo constants) while the stationarity is in
the sense of quantum surface-curve pairs.

Assuming for now that Theorem 6.15 holds, we make the following claim.

Claim 6.16. For any fixed t, the νh0-boundary length of the left-hand side of ζ0([0, σ(t)]) is
also equal to t.

This means that the parametrisation is really, unambiguously, by quantum boundary
length. It also immediately implies Theorem 6.9.

Proof of Claim 6.16, and hence Theorem 6.9, given Theorem 6.15. Denote by L(t) the νh0-
boundary length of the left-hand side of ζ0[0, σ(t)], so our aim is to show that L(t) ≡ t. We
begin by making the following observations.

• By stationarity of the quantum zipper, we have that (L(s + t) − L(s))t≥0 is equal in
distribution to (L(t))t≥0 for any fixed s ≥ 0.

• By scale invariance of SLEκ and the invariance property of quantum wedges (Theo-
rem 5.53), for any A > 0 and s < t,

L(At)

At
− L(As)

As

(d)
=

L(t)

t
− L(s)

s
.
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The first point together with the ergodic theorem tells us that

L(n)

n
→ X a.s. as n→∞ in N, (6.7)

where X is some random variable. (Note that the theorem is usually stated under the
assumption that E(|L(1)|) < ∞, but it is straightforward to see, by a truncation argument
and the monotone convergence theorem, that the conclusion is also true if we only know
L(1) ≥ 0 a.s., which is the case here.)

Together with this, the second point then implies that

L(t)

t
− L(s)

s
= 0 almost surely

for any fixed s, t ∈ Q with s ≤ t. Indeed, the law m of this difference is equal to that of
L(At)/At−L(As)/As for any A, and by taking a sequence Ak ↑ ∞ such that Akt ∈ N, Aks ∈
N for all k, we obtain a sequence of random variables all having law m, which by (6.7) tend
to 0 as k →∞. Hence, with probability one we have that

L(t)

t
= X ∀t ∈ Q (6.8)

(where X is as in (6.7)). In particular, we have that

X = lim
t↓0,t∈Q

L(t)

t
.

Now by definition, the above limit (and therefore the random variable X) is measurable with
respect to the σ-algebra

T =
⋂
ε>0

σ((h0 − h0
ε)
∣∣
B(0,ε)∩H , ζ

0|B(0,ε)∩H)

(here h0
ε is the ε-semi circle average of h0 about the origin and can be subtracted since L(t)/t

is not affected by adding a constant to the field). On the other hand, since the h0-right/left
quantum boundary lengths along ζ0 a.s. do not have atoms at 0±, X is also measurable with
respect to

σ(A) ; A =
⋃
ε>0

σ((h0 − h0
ε)
∣∣
B(0,1)\B(0,ε)

, ζ0|B(0,1)\B(0,ε)).

Hence the proof will be complete if we can show T ∩ σ(A) is trivial, because then X must
be almost surely constant, and by symmetry, this constant must be equal to 1.

For this final step, since A is a π-system, it suffices to show that for any ε0 > 0, A0 ∈ T
and

A ∈ σ(h0 − h0
ε0
|B(0,1)\B(0,ε0), ζ

0|B(0,1)\B(0,ε0)),

we have P(A∩A0) = P(A)P(A0). However, this follows by independence of h0 and ζ0, since
the driving function of ζ0 is a Brownian motion, and by Lemma 5.34.
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The rest of this section will be dedicated to proving Theorem 6.13 and Theorem 6.15.
In fact, Theorem 6.13 is straightforward to obtain from Theorem 6.1. The idea to then
deduce Theorem 6.15 is to reparametrise time according to right quantum boundary length
and appropriately “zoom in” at the whole capacity zipper picture at the origin. This step,
however, is somewhat technical.

6.3.1 The capacity zipper

In this section we prove Theorem 6.13. That is, we construct the stationary two-sided
capacity zipper, using the coupling theorem, Theorem 6.1.

Let h̄0 be as in the original Theorem 6.1 (i.e. h̄0 has the distribution (6.1)), and let
η = η0 be an independent infinite SLEκ curve from 0 to ∞. As in the coupling theorem,
set h̄t = h̄0 ◦ g̃−1

t + Q log |(g̃−1
t )′|, where g̃t is the centered Loewner map corresponding to

η0([0, t]) for each t, and let ηt be the image by g̃t of the initial infinite curve η = η0. Then
Theorem 6.1 says that h̄t = h̄0 in distribution, and in fact we can also see that the joint
distribution (h̄t, ηt) is identical to that of (h̄0, η0).

For 0 ≤ t ≤ T , let h̄t = h̄T−t, and let ηt = ηT−t. Then it is an easy consequence of
Theorem 6.1 that the following lemma holds:

Lemma 6.17. The laws of the process (h̄t, ηt)0≤t≤T (with values in D̄′(H) × C([0,∞)) are
consistent as T increases.

By Lemma 6.17, and applying Kolmogorov’s extension theorem, it is obvious that there
is a well-defined process (h̄t, ηt)0≤t<∞ whose restriction to [0, T ] agrees with the process
described above. Hence for t > 0, starting from h̄0 and an infinite curve η0, there is a well-
defined “welding” procedure giving rise to (h̄t, ηt). The dynamic on the field is obtained by
applying the change of coordinates formula to h̄0, with respect to a flow (fs)s≤t that has the
marginal law of a reverse Loewner flow, but we stress that here the reverse Loewner flow is
not independent of h̄0 (rather, it will end up being uniquely determined by h̄0, while (fs)s≤t
will be independent of h̄t).

But we could also go in the other direction, cutting H along η0, as in Theorem 6.1.
Indeed we could define, for t < 0 this time, a field h̄t by considering the centered Loewner
flow (g̃|t|)t<0 associated to the infinite curve η0, and setting

h̄t = h̄0 ◦ g̃−1
|t| +Q log |(g̃−1

|t| )′| (t < 0).

We can also, of course, get a new curve ηt for t < 0 by pushing η0 through the map g̃|t|. This
gives rise to the two-sided stationary process (h̄t, ηt)t∈R of Theorem 6.15.

Remark 6.18. An equivalent way to define this process would be as follows. Start from
the setup of Theorem 6.1: thus h̄0 is a field distributed as in (6.1), and η0 an independent
infinite SLEκ curve. Set h̄t = h̄0 ◦ g̃−1

t + Q log |(g̃−1
t )′| as before, and ηt = gt(η

0 \ η0[0, t]).
Then Theorem 6.1 tells us that (h̄t, ηt)t≥0 is a stationary process, so we can consider the
limit as t0 →∞ of (h̄t0+t, ηt0+t)t≥−t0 , which defines a two-sided process. The capacity zipper
process (h̄t, ηt)t∈R can then be defined as the image of this process under the time change
t 7→ −t.
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6.3.2 The quantum zipper

? We recall the notation

f(h) := h ◦ f−1 +Q log |(f−1)′|. (6.9)

that will be used repeatedly in what follows.

In this section we show the existence and stationarity of the quantum zipper: Theo-
rem 6.15. In what follows, we will usually take our quantum wedges to be in the unit circle
embedding (H, h, 0,∞) (recall that the law of h− α log(1/|z|) restricted to the upper unit
semi-disc is then just that of a Neumann GFF with additive constant fixed so that its average
on the upper unit semi-circle is equal to zero).

The key to the proof of Theorem 6.15 is the following:

Proposition 6.19. Let (h, ζ) = ((h,H, 0,∞), ζ) be a (γ − 2/γ) quantum wedge in the unit
circle embedding, together with an independent SLEκ. If ζ is parametrised by half-plane
capacity, let σ be the smallest time such that the νh boundary length of the right hand side
of ζ([0, σ])] exceeds 110. Let gσ be the centered Loewner map from H \ ζ([0, σ]) → H. Then
(gσ(h), gσ(ζ)) is equal in law to (h, ζ) as a surface-curve pair. That is, if ψ is the unique
conformal map such that (ψ ◦ gσ)(h) is in the unit circle embedding, then

(ψ ◦ gσ(h), ψ ◦ gσ(ζ))
(d)
= (h, η).

In words: if we start with a (γ − 2/γ) quantum wedge and an independent SLEκ, and
“zip” down by one unit of right quantum boundary length, the law of the resulting quantum
surface-curve pair does not change.

Proof of Theorem 6.15 given Proposition 6.19. Note that there is nothing special about the
choice to zip down by quantum boundary length one in Proposition 6.19. Indeed we could
replace one by any other t > 0 and would obtain the result. Then the existence and sta-
tionarity of the quantum zipper follows in the same way that Theorem 6.13 followed from
Theorem 6.1 (see the previous section).

The proof of Proposition 6.19 is quite tricky, and consists of several steps.

Step 1: Reweighting We write P for the law of (h̃t, ηt)t≥0, the capacity zipper as in
Remark 6.14, where the constant for h̃0 has been fixed so that its unit semicircle average
around the point 10 is equal to 0 (this is fairly arbitrary, apart from the fact that the measure
is supported a good distance away from the origin). We can extend this to define a law P
on D′(H) × C([0,∞),H) × [1, 2], by setting P := P × Leb[1,2] (so a sample from P consists

10Recall that to measure this boundary length, we map the right hand side of the curve down to an interval
[0, x] of the positive real line using the centred Loewner map. Then we take the quantum boundary length
of [0, x] with respect to the field defined by applying the change of coordinates formula to h with respect to
this map.

162



of a capacity zipper (h̃t, ηt)t≥0 as just described, plus a point Z chosen independently from
Lebesgue measure on [1, 2]). Define

c(z) := EP(e
γ
2
h̃0δ(z)δγ

2/4) for z ∈ [1, 2],

which by Theorem 5.36 does not depend on δ > 0 and is a smooth function on z ∈ [1, 2].
We want to study the joint law of the capacity zipper plus a quantum boundary length

typical point (in [1, 2]). In fact, this is much easier do if we reweight the law of the field h̃0.
To this end, we define a family of laws (Qε)ε>0 by setting

dQε

dP
=

e
γ
2
h̃0ε(Z)ε

γ2

4∫
[1,2]

c(z) dz
=:

e
γ
2
h̃0ε(Z)ε

γ2

4

c([1, 2])
(6.10)

for each ε.
Under Qε, the marginal law of (h̃t, ηt)t≥0 is its P law weighted by

νh̃0ε([1, 2])

c([1, 2])
.

Moreover, given (h̃t, ηt)t≥0 the point Z is sampled from the ε-approximate measure νh̃0ε (re-
stricted to [1, 2] and normalised to be a probability measure). Therefore, since νh̃0ε([1, 2])→
νh̃0([1, 2]) in L1 as ε→ 0 and the measure νh̃0ε converges weakly in probability to νh̃0 , we can
deduce that

Qε ⇒ Q

as ε→ 0 where Q is the unique measure satisfying (a) and (b) of Lemma 6.20 below.
This reweighting is analogous to the argument used to describe the GFF viewed from a

Liouville typical point – see Theorem 2.4. As in this proof, we can reverse the order in which
(h̃0, η0) and Z are sampled, and this leads to the alternative description given by points (c)
to (e) in following lemma.

Lemma 6.20. Under Q, the following is true:

(a) the marginal law of (h̃t, ηt)t∈R is given by νh̃0([1, 2])/c([1, 2])dP (and is therefore abso-
lutely continuous with respect to P);

(b) conditionally on (h̃t, ηt)t∈R, Z is chosen uniformly from νh̃0 on [1, 2];

(c) the marginal law of Z on [1, 2] has density c(z)/c([1, 2]) with respect to Lebesgue mea-
sure;

(d) conditionally on Z, for every 0 ≤ t ≤ τZ (where τZ is the first time that ft(Z) = 0) the
law of ηt([0, t]) is that of a reverse SLEκ(κ,−κ) curve with force points (Z, 10), run up
to time t;
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(e) conditionally on Z, for every 0 ≤ t ≤ τZ, we can write (as an equality of distributions
modulo constants)

h̃t
(d)
= h̄+

2

γ
log(| · |) +

γ

2
GH(·, ft(Z))− γ

2

∫
GH(·, ft(y))ρ10,1(dy)

where h̄ has the law of a Neumann GFF (modulo constants) that is independent of
(fs)0≤s≤t. Here for x ∈ R, δ > 0, ρx,δ denotes uniform measure on the upper semicircle
of radius δ around x.

Remark 6.21. The force point at 10 in (d) and the final term in the expression for h̃t in
(e) make these descriptions look rather complicated. However, we will really be interested
in taking t = τZ and looking at (h̃t, ηt) in small neighbourhoods of the origin. In such a
setting, as we will soon see, these terms will have asymptotically negligible contribution to
the behaviour. The only features in the descriptions (d) and (e) that are genuinely important,
are the force point of weight κ at Z, and the function (2/γ) log(| · |) + (γ/2)G(·, ft(Z)).

Proof. (a) and (b) define the measure Q (see discussion above the lemma) and (c) follows
since this is true under Qε for every ε > 0.

For (d), we first claim that for any t ≥ 0 and for any measurable function F of (fs; s ≤ t)
we have

Qε(F (fs; s ≤ t)1{t≤τZ−ε}) = P(F (fs; s ≤ t)1{t≤τZ−ε}e
γ
2

(Mt(Z)−Mt(10))− γ
2

8
[M(Z)−M(10)]t). (6.11)

To see this, we note that by definition h̃0 = h̃t◦ft+Q log |(ft)′| and, due to the normalisation
we chose for h̃0, h̃0

ε = (h̃0, ρ̄εZ) := (h̃0, ρZ,ε − ρ10,1). Therefore

P(e
γ
2
h̃ε0(Z) |Z, (fs; s ≤ t)) = e

γ
2

(Mt,ρZ,ε−ρ10,1)P(e(h̃t◦ft−(2/γ) log(|·|)◦ft,ρZ,ε−ρ10,1) |Z, (fs; s ≤ t))

where, because the average value of ρZ,ε−ρ10,1 is equal to 0, (h̃t−(2/γ) log(|·|)◦ft, ρZ,ε−ρ10,1)
depends only on the equivalence class modulo constants of h̃t− (2/γ) log(| · |). Moreover, by
stationarity of the capacity zipper, this law is that of a Neumann GFF h̄ (modulo constants)
that is independent of (fs; s ≤ t). Thus we are reduced to doing a simple Gaussian com-
putation. This is very similar what was carried out in the proof of Theorem 6.1 and yields
that

P(e(h̃t−(2/γ) log(|·|)◦ft,ρZ,ε−ρ10,1) |Z, (fs; s ≤ t)) = e−
γ2

8
[(M,ρZ,ε−ρ10,1)]t .

We may also note that when t ≤ τZ−ε, Mt can be extended by Schwarz reflection to a
harmonic function on a domain containing B(Z, ε) and B(10, 1), and so by the mean value
theorem (Mt, ρ̄Z,ε−ρ10,1) = Mt(Z)−Mt(10). Similarly, on the event that t ≤ τZ−ε, [(M,ρZ,ε−
ρ10,1)]t = [M(Z)−M(10)]t. (6.11) then follows by definition of Qε and conditioning.

Next, recall from the proof of Lemma 6.5 that dM∗
r = −(2/(γfr(z)))dWr where W is the

driving function of (fr)r (and is a Brownian motion run at speed γ2). Hence, by (6.11) and
the Cameron-Martin-Girsanov theorem we have that (under Qε, conditionally on Z and up
to time τZ−ε), Wt − γ

2
[W,M(Z)−M(10)]t is a (speed γ2) Brownian motion, or equivalently

dWt = γdBt − γ2<(
1

ft(Z)
)dt+ γ2<(

1

ft(10)
)dt.
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Since this does not depend on ε, the same must hold under QZ = Q(·|Z), at least up to time
τZ−ε. However, as ε > 0 was arbitrary, it in fact holds until time τZ . Since this is exactly
the equation satisfied by the driving function of an SLEκ(κ,−κ) process with force points
at (Z, 10), we conclude the proof of (d).

Finally, we deal with (e). For this, we use the same rewriting of h̃ε0 as above to see that

Qε(F (h̃t) | (fs)0≤s≤t, Z) =
P(F (h̃t)e

γ
2

(h̃t,(ρZ,ε−ρ10,1)◦f−1
t ) | (fs)0≤s≤t, Z)

P(e
γ
2

(h̃t,(ρZ,ε−ρ10,1)◦f−1
t ) | (fs)0≤s≤t, Z)

(6.12)

for any bounded measurable function F of h̃t modulo constants. On the other hand, recall
that under P, h̃t viewed modulo constants is independent of (fs)s≤t, and is distributed
like a Neumann GFF plus the function (2/γ) log | · | (modulo constants). Thus, by the
Cameron–Martin–Girsanov theorem applied conditionally on (Z, (fs)s≤t), the law of h̃t under
Qε and conditionally on (Z, (fs)s≤t), considered modulo constants, is that of a Neumann GFF
(modulo constants) plus the function (2/γ) log | · |, plus the “drift distribution” that sends
smooth g to EP((h̃t, g)(h̃t, ρ̄εZ ◦f−1

t )). Now, for any t ≤ τZ−ε and any w ∈ H\ft(B(Z, ε)∩H)
we have

∫
GH(w, y)(ρ̄εZ ◦ f−1

t )(dy) = GH(w, ft(Z)), and so on the set H \ ft(B(Z, ε) ∩H) we
can write (as distributions modulo constants)

h̃t
(d)
= h̄+

2

γ
log | · |+ γ

2
GH(·, ft(Z))− γ

2

∫
GH(·, ft(y))ρ1

10(dy), (6.13)

where the equality in distribution holds under Qε conditionally on Z and (fs; s ≤ t), and
where h̄ is as described in the statement of (e). Taking a limit as ε → 0 we obtain the
result.

Corollary 6.22. Setting t = τZ in the previous lemma, we see that under QZ = Q(· |Z),
(h̃τZ , ητZ ) can be described as follows:

• ητZ ([0, τZ ]) has the law of a reverse SLEκ(κ,−κ), with force points at (Z, 10), and run
until the point Z reaches 0;

• as an equality of distributions modulo constants h̃τZ
(d)
= h̄ + (γ − 2/γ) log(1/| · |) −

γ
2

∫
GH(·, fτZ (y))ρ10,1(dy), where h̄ has the law of a Neumann GFF that is independent

of (fs)0≤s≤τZ .

We will use this to show that when we zoom in at this weighted capacity zipper at time
τZ , we obtain a field and curve whose joint law is that in the statement of Proposition 6.19.

Step 2: Zooming in to get a wedge and an independent SLE Suppose that η is a
simple curve from 0 to ∞ in H, considered up to time reparametrisation, and that K ⊂ H
is compact. In what follows, by η restricted to K, we mean the trace of η run up to the first
time that it exits the setK (which does not depend on the choice of time parametrisation). If
h ∈ D′0(H), by h restricted to K, we mean the restriction in the standard sense of restriction
of distributions.
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Lemma 6.23. Let ((h̃t, ηt)0≤t≤τZ , Z) be sampled from Q. Let ϕC be the unique conformal
map H → H such that (H, ϕC(h̃τZ + C), 0,∞) is the unit circle embedding of (H, h̃τZ +
C, 0,∞). Then for any K ⊂ H compact, the law of (ϕC(h̃τZ + C), ϕC(ητZ )) restricted to K
converges in total variation distance to the law of (h, ζ) restricted to K, where (h, ζ) is as in
Proposition 6.19.

Remark 6.24. Note that {(ϕC(h̃τZ + C), ϕC(ητZ )) : C > 0} is completely determined by
(h̃τZ , ητZ , Z).

For the proof, we define an auxiliary triple (h̃, η̃, Z̃) where:

• Z̃ has the (marginal) Q law of Z;

• conditionally on Z̃, η̃ is the segment of curve generated by a reverse SLEκ(κ) flow (f̃t)t
with a force point at Z̃, and run up until the time τ̃Z that Z̃ reaches 0.

• h̃ = h+ (γ − 2/γ) log(1/| · |) where h is a Neumann GFF independent of Z̃ and (f̃t)t,
with additive constant fixed so that its value on the upper unit semi circle is zero;

Also for C > 0, let ϕ̃C be the unique conformal map such that (H, ϕ̃C(h̃+C), 0,∞) is in the
unit circle embedding.

From now on we let K be fixed. To start, let us imagine we are working with (h̃, η̃, Z̃)
rather than (h̃τZ , ητZ , Z). Then it is not too hard to see that:

Lemma 6.25. The law of (ϕ̃C(h̃ + C), ϕ̃C(η̃)) restricted to K converges in total variation
distance to the law of (h, ζ) restricted to K.

Proof of Lemma 6.25. Indeed, the fact that ϕ̃C(h̃ + C) restricted to K converges in total
variation to h restricted to K is exactly the content of Theorem 5.53. So we just need
to see why, conditionally on h̃, the conditional law of ϕ̃C(η̃) restricted to K converges in
total variation distance to that of an SLEκ restricted to K. For this, we use the time-
reversal symmetry of SLEκ(ρ) – Corollary A.20 – which tells us that η̃ has the law of an
ordinary SLEκ curve run until an a.s. positive time Λ. As we increase C and apply ϕ̃C ,
which corresponds to zooming in at the curve near the origin by a random amount that is
independent of η̃ and blows up as C → ∞, the total variation distance between the law of
ϕ̃C(η̃) restricted to K and an infinite SLEκ restricted to K, goes to 0.

Unfortunately, (h̃τZ , ητZ , Z) does not quite have the same law as (h̃, η̃, Z̃). However this
is very close to being true, if we look at the field and curve near the origin (which is all
we need to do when considering K fixed and C large). More precisely, we will prove the
following.

Lemma 6.26. (h̃τZ , ητZ , Z) and (h̃, η̃, Z̃) can be coupled so that Z = Z̃, and with probability
arbitrarily close to 1 as δ ↓ 0, the restrictions of (h̃τZ , ητZ ) and (h̃, η̃) to B(0, δ) ∩H agree.
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Proof of Lemma 6.23 given Lemma 6.26. From here we can conclude the proof of Lemma 6.23,
since we can then choose C0 large enough such that on the event in Lemma 6.26, with as
close to full (sub)probability as we like, the maps ϕ̃C are determined by the restriction of h̃ to
B(0, δ) ∩H for all C ≥ C0. Hence, we can choose C large enough that (ϕC(h̃τZ +C), ϕC(ητZ ))
and (ϕ̃C(h̃+C), ϕ̃C(η̃)) can be coupled so that their restrictions to K agree with arbitrarily
high probability. This gives the result by Lemma 6.25.

Proof of Lemma 6.26. Given ε > 0 fixed, we will show that for δ small enough we can
construct a coupling as in the claim, so that the restrictions to B(0, δ) ∩H agree with
probability greater than 1− ε. The construction goes as follows.

• Pick ε′ such that (1− ε′)4 > 1− ε.

• Sample (Z, h̃0, η0) from Q and set Z̃ = Z.

• Choose a, δ′ > 0 small enough that:

– for any R > a−1 the total variation distance between an SLEκ(κ) with a force
point at 1 and an SLEκ(κ,−κ) with force points at (1, R), both run up until the
first time that 1 reaches 0, is less than ε′; and

– for a reverse SLEκ(κ) with a force point at a, with probability greater than (1−ε′),
the image of B(0, 1) ∩ H under the flow at the first time that a hits 0, contains
B(0, δ′) ∩H.

This is possible by Lemma A.15.

• Given Z (and Z̃ = Z) sample (ft) and (f̃t) independently until the respective times that
Z, Z̃ reach a. Note that by Lemma A.15, the image of {w ∈ H̄ : |w − 10| = 1} under
f at this time lies outside of B(0, 1) ∩H. Couple the flows f and f̃ for the remaining
time (until a is mapped to 0) so that they agree with (conditional) probability (1− ε′).
This is possible by the choice of a, conditioning on the image of the point 10 under
f , and scaling. Call this good event A1, so A1 has probability greater than (1 − ε′).
Define η̃ to be the curve generated by f̃τ̃Z and ητZ to be the image of η0 under fτZ .

• Further write A2 ⊂ A1 for the event with probability greater than (1− ε′)2, that when
a is mapped to 0 by this final bit of flow, the image of B(0, 1)∩H contains B(0, δ′)∩H.

• Now we claim that, uniformly on the event A2, the total variation distance between

– the conditional law of h̃τZ = fτZ (h̃0) restricted to B(0, δ) ∩H given (ft)t≤τZ , and

– the law of h̃ (recall this is independent of f̃ and Z̃) restricted to B(0, δ) ∩H

tends to 0 as δ → 0. For this, note that the first law above is that of the function
(γ − 2/γ) log(1/| · |) − γ

2

∫
GH(·, fτZ (y))ρ10,1(dy), plus a Neumann GFF normalised to

have zero average on the image of {w ∈ H̄ : |w − 10| = 1} under fτZ . The claim then
follows by definition of A2 and Lemma 5.19.
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B(10, 1) ∩H

η0
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B(0, 1) ∩H
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g ◦ f(10)g ◦ f(Z) = 0

B(0, δ′) ∩H

h̃0 h̃τZ

ητZ

Figure 16: The idea behind the proof of Lemma 6.26. With the notation of the figure
fτZ = g ◦f , and for δ very small, ητZ ∩B(0, δ) ∩H will only depend on the map g. Note that
g is determined by a reverse SLEκ(κ,−κ) flow with force points at (a, f(10)). But if a is
small enough, this can be successfully coupled with a reverse SLEκ(κ) flow with force point
at a, because f(10) will be proportionally far away with high probability. Furthermore, the
conditional law of h̃τZ given Z and fτZ is that of a Neumann GFF + a (γ−2/γ) log-singularity
at the origin + a function that is very close to constant at the origin when g◦f(B(10, 1)∩H)
is far away. The choice of normalising constant for h̃τZ also only depends on the field close
to the point g ◦ f(10). If a, δ′ are small enough, the image of B(10, 1) ∩ H under g ◦ f will
be distance δ′ from the origin with high probability, and therefore the conditional law of h̃τZ
in B(0, δ) ∩H, given fτZ and Z, will have law very close to that of h̃.

• Thus on the event A2, if δ is chosen small enough, η̃ and ητZ will agree on B(0, δ) ∩H
with (conditional) probability ≥ (1 − ε′), and we can couple h̃τZ and h̃ so that they
agree on B(0, δ) ∩H with (conditional) probability ≥ (1− ε′). Call A3 this successful
coupling event, so that A3 has probability > (1− ε′)4 > (1− ε).

Step 3: Stationarity In Step 2 above, we have shown that if one zooms in at the capacity
zipper with reweighted law Q at time τZ , then one obtains a field/curve pair having the
distribution of (h, ζ) as in Proposition 6.19. In this section we will prove that the operation
of “zipping down right quantum boundary length one” does not change this law, and hence
prove Proposition 6.19.

Given a sample ((h̃t, ηt)0≤t≤τZ , Z) from Q, and C > 0, let ZC ∈ [0, Z] be such that
νh̃0([ZC , Z]) = e−Cγ/2. If this is not possible (ie. if νh̃0([0, Z]) < e−Cγ/2), set ZC = 0. Set
τC = τZC and let φC be the unique conformal map such that (H, φC(h̃τC + C), 0,∞) is the
unit circle embedding of (H, h̃τC + C, 0,∞).

Recall the notation gσ, ψ from Proposition 6.19.

Lemma 6.27. For any K ⊂ H compact, (φC(h̃τC + C), φC(ητC )) restricted to K converges
in total variation distance to (ψ ◦ gσ(h), ψ ◦ gσ(ζ)) restricted to K, as C →∞.

Lemma 6.28. For any K ⊂ H compact, (φC(h̃τC + C), φC(ητC )) restricted to K converges
in total variation distance to (h, ζ) restricted to K, as C →∞.
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φ(h̃τC + C)
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τZ ◦ ϕ−1

C

ZZC

Figure 17: All the marked quantum boundary lengths (with respect to the field indicated
on the relevant diagram) are equal to one. This is by definition of the conformal maps
fτZ , fτC , φC and ϕC . Recall that f(h) is obtained from h by applying the conformal change
of coordinates formula which preserves quantum boundary length.

Proof of Proposition 6.19. Lemmas 6.27 and 6.28 tell us that for any K we can couple (h, ζ)
and (ψ ◦ gσ(h), ψ ◦ gσ(ζ)) together so that they agree when restricted to K with as high
probability as we like. Thus their laws, when restricted to K, must agree. Since K was
arbitrary, we can conclude.

Proof of Lemma 6.27. Let ε > 0 be arbitrary. First observe that we can choose Kε ⊂ H
compact so that K ⊂ gσ(Kε) with probability greater than 1− ε. By Lemma 6.23, for large
enough C we can also couple (ϕC(h̃τZ + C), ϕC(ητZ )) and (h, ζ) such that with probability
> 1− ε they are equal in Kε. We may also (by taking C large enough) require that ZC 6= 0
on this event. Then, since on this event we have that

(φC(h̃τC + C), φC(ητC )) = (ψ ◦ gσ(h), ψ ◦ gσ(ζ))

(this is clear since these pairs are obtained from (ϕC(h̃τZ+C), ϕC(ητZ )) and (h, ζ) respectively
by zipping down 1 unit of right quantum boundary length and applying a conformal map so
as to be in the unit circle parametrisation) the result follows.

Proof of Lemma 6.28. For this, observe that if µ is the law of a uniform point in [0, A] for
A > 0, and ν is the law of U − ε for U ∼ µ, then the total variation distance between ν
and µ tends to 0 as ε → 0. This means that we can couple the Q laws of (Z, (h̃t, ηt)t≥0)
and (ZC , (h̃

t, ηt)t≥0) such that they are equal with probability tending to 1 as C → ∞
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(by Lemma 6.20 (b), definition of ZC and the fact that the h̃0 boundary length of [1, 2]
is finite almost surely). Hence we can couple the Q laws of (ϕC(h̃τZ + C), ϕC(ητZ )) and
(φC(h̃τC ), φC(ητC )) so they are equal with probability tending to 1 as C → ∞. Since the
former law converges to that of (h, ζ) as C → ∞ (Lemma 6.23), the same therefore holds
for the latter.

6.4 Uniqueness of the welding

Consider the capacity zipper (h̃t, ηt)t∈R of Remark 6.14 (where the additive constant for
h̃0 is fixed). The (reverse) Loewner flow associated to (ηt)t≥0 has the property that it zips
together intervals of R+ and R− with the same νh̃0 quantum length by Theorem 6.9. It is
natural to wonder if this actually determines the reverse flow. That is to ask: could there
be any other Loewner flow with the property that intervals of identical quantum length on
either side of zero are being zipped together?

We will now show that the answer to this question is no, and hence the Loewner flow for
t ≥ 0 is entirely determined by h̃0.

Theorem 6.29. Let (h̃t, ηt)t∈R be a capacity zipper as in Remark 6.14, with reverse Loewner
flow (ft)t≥0. Then for t > 0 the following holds almost surely. If f̂t : H → Ĥt := f̂t(H) is a
conformal map such that:

• Ĥt is the complement of a simple curve η̂t,

• f̂t has the hydrodynamic normalisation limz→∞ f̂t(z)− z = 0;

• f̂t has the property that f̂t(z−) = f̂t(z
+) as soon as νh̃0([z

−, 0]) = νh̃0([0, z
+]) and

ft(z
−) ∈ H ∪ {0};

then f̂t = ft and η̂t = ηt. In particular, the reverse Loewner flow (ft)t≥0 is determined by h̃0

only (and hence ((h̃t, ηt))t≥0 is entirely determined by (h̃0, η0)).

Proof. Before we start the proof, we recall from the definition of the capacity zipper in
Theorem 6.13, that we only have defined the reverse Loewner flow as being coupled to h̃0 in
a certain way specified by the application of Kolmogorov’s theorem. Usually, proving that
objects coupled to a GFF are determined by it can be quite complicated (e.g., this is the
case in the setup of imaginary geometry, or when making sense of level lines of the GFF).

Here the proof will turn out to be quite simple, given some classical results from the
literature. Indeed consider

φ = f̂t ◦ f−1
t .

A priori, φ is a conformal map on ft(H) = Ht, and its image is φ(Ht) = Ĥt. However,
because of our assumptions on f̂t (and the properties of ft), the definition of φ can be
extended unambiguously to all of H. Moreover when we do so, the extended map is a
homeomorphism of H onto H, which is conformal off the curve ηt([0, t]). Thus the theorem
will be proved if we can show that any such map must be the identity. In the terminology
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η

D1 D2

0− 0+

Figure 18: An independent SLE slices an (γ−2/γ)-thick wedge into two independent γ-thick
wedges.

of complex analysis, this is equivalent to asking that the curve ηt([0, t]) is a removable set.
Now, by a result of Rohde and Schramm [RS05], the complement Ht of the curve is a.s. a
Hölder domain for κ < 4 (or γ < 2), and by a result of Jones and Smirnov [JS00] it follows
that ηt([0, t]) is a removable set. Hence the theorem follows.

Remark 6.30. By the same argument, it also holds that for the quantum zipper (ht, ζt)t∈R
of Theorem 6.15 (ht, ζt) is a.s. determined by (h0, ζ0) for any t > 0. In the language of
conformal welding (ht, ζt) is obtained from (h0, ζ0) by welding the interval on the left of 0
with h0 quantum length t to the interval on the right of 0 with h0 quantum length t (and
pushing through ζ0 by the resulting conformal map).

6.5 Slicing a wedge with an SLE

In this section we complement our previous discussion by the following remarkable theorem
due to Sheffield [She16a]. This result is fundamental to the theory developed in [DMS14],
where the main technical tool is a generalisation of the result below.

Suppose we are given a (γ − 2/γ)-quantum wedge (H, h, 0,∞) in some embedding, and
an independent SLEκ curve η with κ = γ2 < 4. Then the curve η slices the wedge into two
surfaces (see picture). The result below says that as quantum surfaces these are independent,
and that they are both γ-thick wedges. See Figure 18.

Theorem 6.31. Suppose we are given an (γ − 2/γ)-quantum wedge (H, h, 0,∞) in the unit
circle embedding, and an independent SLEκ curve η with κ = γ2 < 4. Let D1, D2 be the
two connected components of H \ η, whose boundaries contain the negative and positive real
lines respectively. Let h1 = h|D1 and h2 = h|D2. Then the two surfaces (D1, h1, 0−,∞) and
(D2, h2, 0+,∞) are independent γ-thick wedges.

Remark 6.32. This does not imply that the fields, or generalised functions, h1 and h2

are independent. It is a statement about the two doubly marked surfaces (D1, h1, 0−,∞)
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and (D2, h2, 0+,∞). So what it does say, for example, is that if h̃1 and h̃2 are the fields
corresponding to the unit circle embeddings of these surfaces then h̃1 and h̃2 are independent.

Remark 6.33. By the same argument as in the previous subsection, the surfaces (D1, h1, 0−,∞)
and (D2, h2, 0+,∞) determine h and η in the following sense. Suppose that (H, h̃1, 0,∞)
and (H, h̃2, 0,∞) are the two unit circle embeddings of these surfaces, and that (f̂1, f̂2, η̂) are
such that:

• η̂ is a simple curve from 0 to ∞;

• f̂1 (resp. f̂2) is a conformal map from H to the left-hand side (resp. right-hand side)
of η̂;

• f̂1, f̂2 extend to R in such a way that for any x± ∈ R± with νh̃1([0, x
+]) = νh̃2([x

−, 0])

we have f̂1(x+) = f̂2(x−).

Then if ĥ is defined by setting it equal to f̂1(h̃1) (resp. f̂2(h̃2)) on the left-hand side (resp.
right-hand side) of η̂, we have that with probability one, (ĥ, η̂) = (φ(h), φ(η)) for some simple
scaling map φ : z 7→ az.

We also remark that the choice of embedding for the (γ−2/γ)-wedge in Theorem 6.31 does
not matter, which can be argued as follows. Suppose that (H, h, 0,∞) is some parametrisa-
tion of a (γ − 2/γ) quantum wedge and that η is an SLEκ that is independent of h. Then
there exists a scaling map ϕ : H→ H such that (H, ϕ(h), 0,∞) is the unit circle embedding
of the quantum wedge. Since ϕ is independent of η and SLE is scale invariant, ϕ(η) is an
SLEκ that is independent of ϕ(h). Thus, applying Theorem 6.31, we see that the two quan-
tum surfaces obtained by slicing ϕ(h) along ϕ(η) are two independent γ-quantum wedges.
On the other hand, these surfaces are by definition equivalent to the two surfaces obtained
by slicing h along η. This means that the latter pair also have the law (as doubly marked
quantum surfaces) of two independent γ-quantum wedges.

Proof of Theorem 6.31. It is clear from the definition that (D1, h1, 0−,∞) and (D2, h2, 0+,∞)
a.s. have finite LQG areas in neighbourhoods of 0− and 0+ respectively, and infinite LQG
areas in neighbourhoods of∞. Therefore, we can define unique conformal maps φ1 : D1 → H
sending 0− → 0 and ∞ → ∞ and φ2 : D2 → H sending 0+ → 0 and ∞ → ∞, so that
(H, φi(hi), 0,∞) gives LQG area one to the upper unit semidisc B(0, 1) ∩ H for i = 1, 2.
Recall that we refer to φi(hi) as the canonical description of the surface (Di, hi, 0±,∞), and
we continue to use the “change of coordinate” notation (6.9) for conformal maps applied to
fields. It clearly suffices to show that for any large semidisc K ⊂ H, (φ1(h1)|K , φ2(h2)|K)
agrees in law with (hwedge

1 |K , hwedge
2 |K) where hwedge

1 and hwedge
2 are independent, and each has

the law of the canonical description of a γ-quantum wedge. (The reason we choose to work
with the canonical description rather than the unit circle embedding here is simply to avoid
any ambiguity concerning the a priori existence of the maps φ1 and φ2.)

To show this equality in law, we need to appeal to the results of the previous section:
in particular Lemma 6.23 and Theorem 6.9. Consider the process ((h̃t, ηt)t≥0, Z) under the
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law Q from Lemma 6.20, and in this set-up, let Y denote the point to the left of zero such
that the h̃0 boundary length of [Y, 0] is equal to that of [0, Z]. Write hCZ for the canonical
description of (HZ , h̃

0 +C,Z,∞) and hCY for the canonical description of (HY , h̃
0 +C,Z,∞)

where HZ and HY are the connected components of H \ η̃0 containing Z and Y respectively.
Combining Lemma 6.23 and Theorem 6.9 gives that:

Claim 6.34. We can couple pairs of fields with

• the joint law of (hCY , h
C
Z) under Q, and

• the joint law of (φ1(h1), φ2(h2)) described in the first paragraph,

so that they agree when restricted to K, with probability arbitrarily close to one as C →∞.

Proof of claim. (See Figure 19). First we observe that one (slightly convoluted!) way to
sample a pair with the law of (hCY , h

C
Z) under Q is to:

(1) consider the “zipper” ((h̃t, ηt)t≥0, Z) under Q and apply the conformal map fCτZ that
zips up Z to 0 and then scales H so that fCτZ (h̃0) is in the unit circle embedding;

(2) then, restrict the field fCτZ (h̃0 +C) to the left and right of fCτZ (η0), and apply conformal
maps from these left and right hand sides to H, such that the resulting fields (under
the change of coordinates formula) are the canonical descriptions of these two surfaces.

Here we are using the fact, due to Theorem 6.9, that Y is zipped up to 0 at exactly the same
time as Z.

On the other hand, Lemma 6.23 says that we can couple (fCτZ (h̃0 + C), fCτZ (η0)) with
(h, η) as in the statement of the present theorem, so that they agree in any large semidisc
K ′, with probability arbitrarily close to one as C →∞. Consequently, if we restrict the field
fCτZ (h̃0+C) to the left and right of fCτZ (η0), and apply conformal maps as in the second step of
the previous bullet point, then the resulting pair of fields can be coupled with (φ1(h1), φ2(h2))
so that they agree when restricted to K with arbitrarily high probability.

Combining these two paragraphs yields the claim.

So, with the claim in hand, it actually suffices to show that we can couple (hCY , h
C
Z) with

(hwedge
1 , hwedge

2 ) (recall that the latter are an pair of independent γ-wedge fields in their
canonical descriptions) so that their restrictions to K agree with probability arbitrarily close
to 1 as C →∞. The idea is that when C is very large, the restrictions of hCY and hCZ to K will
correspond to images - under the conformal change of coordinates (6.9) - of h̃0 +C restricted
to very tiny neighbourhoods of Z and Y . Roughly speaking, these restrictions become
independent in the limit as the size of the neighbourhoods goes to 0, and furthermore, the
field near Z (and by symmetry near Y ) converges to a γ-quantum wedge field.

To be more precise, let us consider a sample (h̃0, Z) from Q, together with a field h̃ =
ĥ + (γ − 2/γ) log(| · |−1), where ĥ is a Neumann GFF normalised to have average 0 on the
upper unit semicircle that is independent of h̃0. Then we have the following:
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Figure 19: The surfaces to the left and right of η0 on the left-hand picture (defined using
the field h̃0 + C and marked at (Y,∞) and (Z,∞)) have canonical descriptions given by
(H, hCY , 0,∞) and (H, hCZ , 0,∞). So the same is true, by definition, for the surfaces to the
left and right of the curve on the right-hand picture (defined using the field fCτZ (h̃0 + C)).
But Lemma 6.23 says that for C large, the joint law of the field and curve on the right-hand
picture is very close to that of (h, η) from the statement of Theorem 6.31. So, the law of
the canonical descriptions of the surfaces to the left and right of the curve is very close
to that of (H, φ1(h1), 0,∞), (H, φ2(h2), 0,∞). Hence we can approximate the joint law of
(φ1(h1), φ2(h2)) by that of (hCY , h

C
Z) for C large.

Lemma 6.35. As above, let (h̃0, Z) have their Q-joint law, and let h̃ = ĥ+ (γ − 2/γ) log(| ·
|−1), where ĥ is a Neumann GFF normalised to have average 0 on the upper unit semicircle,
that is independent of h̃0. Then the total variation distance between

(h̃0|B(Z,ε)∩H, h̃
0|H\B(Z,1), νh̃0 [1, Z], νh̃0 [Z, 2]) and (h̃(·−Z)|B(Z,ε)∩H, h̃

0|H\B(Z,1), νh̃0 [1, Z], νh̃0 [Z, 2])

converges to 0 as ε→ 0.

In words this says that conditionally on h̃0 outside of B(Z, 1) and on the boundary
lengths νh̃0 [1, Z], νh̃0 [Z, 2], the law of h̃0 restricted to B(Z, ε) ∩H is very close in total
variation distance to the field h̃ recentred at Z and restricted to B(Z, ε) ∩H.

Before proving the lemma, let us first see how it allows us to conclude the proof of the
theorem. From now on, we assume that K ⊂ H is large, fixed semidisc. Consider a pair
(hCY , h̃

C) where hCY has its Q-law, and h̃C is independent of hCY having the law of the canonical
description of (H, h̃ + C, 0,∞). The consequence of Lemma 6.35 is that by taking ε very
small and then C sufficiently large, we can couple the joint law of (hCY , h

C
Z) with that of the

pair (hCY , h̃
C), so that the fields agree when restricted to K with probability arbitrarily close

to one. Since the law of h̃C |K converges in total variation distance to hwedge
2 |K as C → ∞,

see Corollary 5.55, this means that we can couple (hCY , h
C
Z) with (hCY , h

wedge
2 ) (where the

latter pair are independent) so that they agree when restricted to K with arbitrarily high
probability as C →∞.

To finish the proof, we observe that by symmetry, hCY has the same law as hCZ for each C.
Since the argument above clearly gives that hCZ |K → hwedge

2 |K in total variation distance as
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C → ∞, it must therefore also be the case that hCY |K converges in total variation distance
to hwedge

1 |K as C → ∞. Thus (hCY , h
wedge
2 ) can be coupled with (hwedge

1 , hwedge
2 ) so that the

fields agree when restricted to K with arbitrarily high probability as C →∞. Putting this
together with the previous paragraph, we obtain the desired result.

Proof of Lemma 6.35. We first claim that for any δ > 0,

dTV

(
(h̃0|B(Z,ε)∩H, h̃

0|H\B(Z,δ)) , (h̃(· − Z)|B(Z,ε)∩H, h̃
0|H\B(Z,δ))

)
→ 0 (6.14)

as ε→ 0. Indeed, by Lemma 6.20, the QZ (i.e., Q(·|Z)) law of h̃0 recentered at Z is that of
h′ + (γ − 2/γ) log(| · |−1) + h, where h′ is a Neumann GFF normalised to have average 0 on
the upper unit semicircle centered at 10 and h is a harmonic function that independent of
h′ and is deterministically bounded in B(Z, 1). Hence (6.14) follows from Lemma 5.34 and
Remark 5.35.

We will now extend this in the following way. We are going to show that the law of
νh̃0([1, Z]) is basically the same (when ε is small enough) whether we condition on h̃0 re-
stricted to H \B(Z, 1) and H ∩B(Z, ε), or just restricted to H \B(Z, 1): see (6.15). The
basic idea for the proof is that, given the restriction of h̃0 to H \B(Z, 1), the restriction
of h̃0 to H ∩B(Z, ε) has a very tiny influence on the boundary length of [1, Z] when ε is
small. On the other hand, there is quite a bit of variation in the boundary length coming
from sources completely independent of h̃0|B(Z,ε)∩H. To argue this rigorously, we will use the
Fourier decomposition of the free field, similarly to the argument [She16a].

We take δ > 0 small, and fix a function φ that is smooth, positive and supported in
the upper unit semidisc of radius δ/4 centered at Z − 3δ/2, with (φ, φ)∇ = 1. Let us write
U := [Z − 7δ/4, Z − 5δ/4], U c = [1, Z] \ U . This will be non-empty with arbitarily high
probability if δ is small enough, so let us assume from now on that Z is such that this is the
case. Then by Definition 5.2 and Definition 5.23, we can decompose h̃0 = Xφ+ h where X
is Gaussian and h is independent of X.

Next, we observe that due to the decomposition of h̃0, the conditional law of νh̃0(U) given
h|H\B(Z,δ) a.s. has smooth density F h|H\B(Z,δ) with respect to Lebesgue measure: indeed, given
h restricted to H \B(Z, δ), νh̃0(U) is a.s. smooth and increasing in X. In particular,

the conditional law of νh̃0([1, Z]) given h has density ∝ F h|H\B(Z,δ)(· − νh(U c))
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with respect to Lebesgue measure. Using the fact that F is smooth, that νh a.s. does not
have an atom at Z, and (6.14) applied with δ′ � δ, we may deduce from this that for any
x ∈ R, the quantity

E(F h|H\B(Z,δ)(x− νh(U c))
∣∣hH\B(Z,δ))− E(F h|H\B(Z,δ)(x− νh(U c))

∣∣hH\B(Z,δ), h|B(Z,ε)∩H)

tends to 0 almost surely as ε→ 0. This is important because it means that

dTV

(
L(νh̃0([1, Z]) |h|H\B(Z,δ)),L(νh̃0([1, Z]) |h|H\B(Z,δ), h|B(Z,ε)∩H)

)
→ 0 (6.15)

in probability ε→ 0 (where L(Y1|Y2) denotes the law of Y1 conditioned on Y2). In fact, since

h|B(Z,ε)∩H = h̃0|B(Z,ε)∩H,

and by combining with (6.14) this actually means that

dTV

(
(νh̃0([1, Z]), h̃0|B(Z,ε)∩H, h|H\B(Z,δ)) , (νh̃0([1, Z]), h̃(· − Z)|B(Z,ε)∩H, h|H\B(Z,δ))

)
→ 0

in probability ε→ 0. This is extends with exactly the same argument (but a little more no-
tation) to the same statement with νh̃0([1, Z]), νh̃0([Z, 2]) in place of just νh̃0([1, Z]). Putting
this together with the fact that h = h̃0 outside of B(Z, 1) completes the proof.
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A Appendix

A.1 SLE

The aim of this appendix is to collect some relevant background material on Schramm–
Loewner evolutions (SLE), primarily to accompany Chapter 6. For a much more detailed
and pedagogical exposition, the reader is referred to [BN11, Kem17, Law05]. The presenta-
tion here most closely follows [BN11].

Complex analysis basics. First, we fix some basic notation and terminology.

• K ⊂ H is said to be a complex H-hull if it is bounded and H := H \ K is a simply
connected domain.

• For any such hull, by the Riemann Mapping Theorem, one can choose a conformal
map gK : H → H such that gK(z)− z → 0 as z →∞. In fact, one can prove that for
this gK , the expansion gK(z) = z + aK

z
+ O(|z|−2) holds as z → ∞ for some aK ≥ 0.

We call gK the Loewner map of K.

• aK is known as the half plane capacity of K and denoted by hcap(K).

• In some sense, the half-plane capacity measures the size of the hull K, when “viewed
from infinity". In particular, the half plane capacity increases as a hull increases: if
K ⊂ K ′ are two complex H-hulls, then hcap(K) ≤ hcap(K ′).

Loewner Chains. A Loewner chain is a family (Kt)t≥0 of increasing (Ks ( Kt for s ≤ t)
complex H-hulls which satisfy a local growth property : for any T ≥ 0,

sup
s,t∈[0,T ],|s−t|≤h

rad (gKs(Kt \Ks))→ 0 as h→ 0.

Here the radius of a hull means the radius of the smallest semicircle in which it can be
inscribed. For such a chain one can show that the half plane capacity is a strictly increasing
bijection from [0,∞) → [0,∞), so we can always assume (by convention) that time is
parameterised so that hcap(Kt) = 2t for all t.

Theorem A.1 (Loewner’s theorem). Loewner discovered that such chains (parameterised by
half-plane capacity) are in bijection with continuous real valued functions via the following
correspondence.

• Given (Kt)t≥0 a Loewner chain, there is a unique point ξt ∈ ∩h>0gKt(Kt+h \Kt) for
each t ≥ 0. (ξt)t≥0 is a continuous real-valued function called the driving function of
(Kt)t≥0.

• Given (ξt)t≥0 a continuous real valued function, define, for each z ∈ H, gt(z) to be the
maximal solution to the Loewner equation

∂gt(z)

∂t
=

2

gt(z)− ξt
, g0(z) = z (A.1)
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z z

Figure 20: A Loewner chain drawn up to two times: on the left, a time before ζ(z), and on
the right, just after ζ(z).

which exists on some time interval [0, ζ(z)] by classical ODE theory. Let Kt = {z ∈
H : ζ(z) ≤ t}. Then (Kt)t≥0 is a Loewner chain with driving function ξt. Moreover,
gt = gKt for all t.

We call (gt)t≥0 the (forward) Loewner flow. ζ(z) is the time that the growing hull Kt

“swallows” the point z. See Figure 20.

Remark A.2. Continuous curves (γ(t))t≥0 =: (γt)t≥0 in H which do not cross themselves
and have |γt| → ∞ as t→∞ provide examples of Loewner chains. More precisely, when one
defines Ht = H \Kt for each t to be the connected component of H \ γ([0, t]) containing ∞.
In this case the map gt sends the tip of the curve, γt, to the point ξt (where gt is extended
by continuity).

Chordal SLE: definition. Chordal SLEκ processes, for κ > 0, were introduced by Oded
Schramm [Sch00] as a family of potential scaling limits for interfaces in critical statistical
physics models. As we will soon see, they satisfy two very natural properties that make them
appropriate candidates for such limits: conformal invariance and a certain domain Markov
property.

It turns out ([Sch00]) that these two properties actually characterise SLEκ as a one
parameter family, which means that there really can be no other candidates. On the other
hand, proving convergence of discrete interface models to SLE is typically very challenging.
To date it has been verified for just a few special values of κ; for example, critical percolation
interfaces, [Smi01], and the loop-erased random walk, [LSW04].

Definition A.3 (Chordal SLE in H from 0 → ∞). For κ > 0, SLEκ in H from 0 to ∞
is defined to be the Loewner chain driven by ξt =

√
κBt where Bt is a standard Brownian

motion.

One of the first things to note about SLE is that, due to the scaling property of Brownian
motion (Bt has the same law as

√
tB1 for any t), SLE is itself scale invariant. That is, for

any r ≥ 0 if (Kt)t≥0 is an SLEκ process, then the rescaled process (r−1/2Krt)t≥0 also has the
law of an SLEκ. This says that SLE is invariant under conformal maps of H that fix 0 and
∞. This allows us to define SLE, by conformal invariance, in any simply connected domain
and between any two marked boundary points.
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Figure 21: From left to right - SLE2, SLE4, SLE6. Simulations by Tom Kennedy.

Definition A.4 (Chordal SLE). SLEκ is a collection (µD,a,b)D,a,b of laws on Loewner chains,
indexed by triples (D, a, b) where D is a simply connected domain and a and b are two marked
boundary points. The law µH,0,∞ is that given by Definition A.3. For any other triple (D, a, b),
µD,a,b is defined to be the image of µH,0,∞ under the (unique) conformal isomorphism sending
H to D, 0 to a and ∞ to b.

Chordal SLE: properties.

• Chordal SLEκ is generated by a curve γ (in the sense of Remark A.2) for every κ > 0:
due to [RS05] for κ 6= 8, and [LSW04] for κ = 8.

• Conformal invariance: if γ is an SLEκ in D from a to b and ψ : D → D′ is a conformal
map with ψ(a) = a′ and ψ(b) = b′, then ψ(γ) (after reparameterisation) has the law of
an SLEκ in D′ from a′ to b′.

• Domain Markov property: if γ is an SLEκ from a to b in D and T is a bounded stopping
time that is measurable with respect to γ, then conditionally on γ([0, T ]), writing DT

for the connected component containing b of D \ γ([0, T ]), γ([T,∞)) has the law of an
SLEκ from γ(T ) to b in DT .

• It has three distinct phases : for κ ∈ [0, 4] SLEκ is a.s. generated by a simple (non
self-touching and non boundary-touching) curve; for κ ∈ (4, 8) it a.s. hits (but doesn’t
cross) itself and the boundary of the domain; and for κ ≥ 8 it is a.s. space filling. See
Figure 21.

SLEκ(ρ) processes. It is also very natural to consider random curves which only have a
domain Markov property when additional marked points on the boundary of the domain are
kept track of. Such curves (should) arise when considering scaling limits of discrete interface
models with more complicated boundary behaviour. For instance, when there are boundary
conditions that change at multiple points.

Such curves are described by variants of SLEκ, which have an additional attraction or
repulsion from certain marked points (also sometimes known as force points) in the domain
or on its boundary. These are known as SLEκ(ρ) and first appeared in [LSW03]; see also

179



[SW05]. The vector ρ encodes how strong this attraction or repulsion is, and in which
direction.

Here we will consider the case of finitely many marked points V 1, ..., V m on the boundary,
with corresponding weights ρ1, ..., ρm ∈ R such that∑

i∈S

ρi ≥ −2 for every S ⊂ {1, ...,M} (A.2)

In this setting, SLEκ(ρ) = SLEκ(ρ1, ..., ρm) is a Loewner chain that is a.s. generated by a
curve and can be defined for all time. In fact, this holds under a weaker assumption on ρ
(see for example [MSW17]) but some additional complications arise that we will not address
in this brief overview.

By Loewner’s theorem, SLEκ(ρ) is defined by specifying its driving function. As for
ordinary SLEκ, this driving function is a random function closely related to Brownian motion.
However, the Brownian motion now comes with a drift. This drift will be influenced by the
behaviour of processes (V 1

t , ..., V
m
t )t≥0, which describe the evolution of the marked points

(V 1, ..., V m) = (V 1
0 , ..., V

m
0 ) under the Loewner flow.

Definition A.5 (SLEκ(ρ1, ..., ρm) in H from 0 to∞). Suppose that V 1, ..., V m ∈ (R\0)∪{∞}
are distinct and ρ1, ..., ρm satisfy the condition (A.2). SLEκ(ρ1, ..., ρm) with marked points at
V 1, ..., V m is the Loewner chain with driving function (ξt)t≥0 satisfying the following system
of SDEs:

ξt =
√
κBt +

∑
i

∫ t

0

ρi

ξs − V i
s

ds

V i
t = V i +

∫ t

0

2

V i
s − ξs

ds for 1 ≤ i ≤M. (A.3)

Remark A.6. In the case of one marked point, m = 1, the process (V 1
t − ξt)t≥0 describing

the distance between the driving function and the evolution of the marked point, is
√
κ times

a Bessel process. When ρ = ρ1 = ρ, the dimension of the Bessel process is

δ = 1 +
2(ρ+ 2)

κ
. (A.4)

This formalises the notion that SLEκ(ρ) processes have an additional attraction/repulsion
from the marked points.

In fact, for a Loewner chain to satisfy a conformal Markov property with an extra marked
point (that is, the property that for any stopping time σ, the future evolution after applying
the Loewner map at time σ has the same law as the original process, with the marked point
now located at the image of the original marked point) one finds that the difference between
the driving function and the evolution of the marked point must be a continuous Markov
process satisfying Brownian scaling. This implies that it actually has to be a Bessel process
of some dimension. One can take this an explanation for the form of the SDEs (A.3).

180



Remark A.7. The definition can also be extended to the case where there are marked points
located infinitesimally to the left and/or right of 0 (denoted 0− and 0+). This is done by
taking a limit in law (with respect to the Carathéodory topology on Loewner chains) as one
of the marked points approaches 0 from the left and/or one of the marked points approaches
0 from the right. Again this gives rise to unique laws on Loewner chains that are defined for
all time.

When there is just one marked point, this boils down to starting a Bessel process of
positive dimension from zero; in fact by (A.4) the dimension of this Bessel process is greater
than 1 when ρ > −2. The reason why we assume the dimension to be greater than 1 (and so
ρ to be > −2) is that this makes the integral in (A.3) convergent. When ρ < −2, assigning a
meaning to this integral is less straightforward, though there are known procedures, including
e.g. a principal value correction, see [She09].

Due to the scaling property of Brownian motion, it follows easily that SLEκ(ρ) from 0
to ∞ in H also satisfies a form of scale invariance. More precisely, if (Kt)t≥0 is an SLEκ(ρ)

process with marked points at V 1, ..., V m, then the rescaled process (r−1/2Krt)t≥0 has the
law of an SLEκ(ρ) process with marked points at r−1/2V 1, ..., r−1/2V m for any r > 0. This
allows us to extend the definition of SLEκ(ρ) to arbitrary domains with finitely many marked
boundary points.

Definition A.8 (SLEκ(ρ1, ..., ρm) in D from a to b). Suppose that ρ1, ..., ρm are as in Defi-
nition A.5 and (D, a, b, V 1, ..., V m) is a given domain with (m+ 2)-marked boundary points.
Let ψ : H→ D be a conformal map sending a to 0 and b to ∞.

SLEκ(ρ1, ..., ρm) from a to b in D with marked points at V 1, ..., V m is defined to be the im-
age under ψ of SLEκ(ρ1, ..., ρm) from 0 to∞ in H, with marked points at ψ−1(V 1), ..., ψ−1(V m).

Remark A.9 (Properties). SLEκ(ρ) possesses many properties similar to those of SLEκ,
along with some additional features.

• For any κ > 0 and ρ satisfying (A.2), SLEκ(ρ) is a.s. generated by a continuous curve
γ, with γ(0) = a and γ(t)→ b as t→∞: see [MS16a].

• By definition, if ψ : D → D′ is a conformal map sending (a, b, V 1, ..., V m) on the
boundary of D to (a′, b′, (V 1)′, ..., (V m)′), then the image of SLEκ(ρ) from a to b in D
with marked points at V 1, · · · , V m has the law of SLEκ(ρ) from a′ to b′ in D′ with
marked points at (V 1)′, ..., (V m)′.

• Going back to the set up in the upper half plane, the processes (V i
t )t≥0 from (A.3)

describe the evolution of the marked points V i under the Loewner flow. More precisely,
for each i and until the first time that V i is swallowed, V i

t is equal to gt(V i) (where
gt is extended to the boundary by continuity). After this time, if V i ∈ {0+} ∪ (0,∞)
(resp. ∈ {0−} ∪ (−∞, 0)), then V i

t is equal to the image under gt of the furthest
right (resp. furthest left) point on the real line that has been swallowed at time
t. That is, V i

t = gt(V
i) ∨ gt(sup{x ∈ (0,∞) : ζ(x) ≤ t}) in the first case, and

V i
t = gt(V

i) ∧ gt(inf{x ∈ (−∞, 0) : ζ(x) ≤ t}) in the second. See Figure 22.
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Figure 22: A schematic picture of an SLEκ(ρ) with one marked point, drawn up to two
times s, t with s < t. At time s the marked point has not been swallowed, but at time t it
has. After time t the evolution of V t

1 coincides (by definition) with the evolution under the
Loewner flow of the point infinitesimally to the left of x.

• As we have mentioned already, SLEκ(ρ) satisfies a domain Markov property, that now
keeps track of the marked points. To state this precisely, suppose that γ is an SLEκ(ρ)
from a to b in D with marked points initially at V 1, ..., V m and that T is a bounded
stopping time for γ. Write DT for the connected component of D \γ([0, T ]) containing
b. Then conditionally on γ([0, T ]), γ([T,∞)) has the law of an SLEκ(ρ) from γ(T ) to
b in DT , with marked points at V 1

T , ..., V
m
T .

Reverse Loewner flow. Until now this appendix has focused on standard Loewner evolu-
tions, describing increasing families of compact hulls: in nice cases, growing curves. However,
these should really be referred to as forward Loewner evolutions, because they also have a
counterpart: reverse Loewner evolutions. A reverse Loewner evolution is no longer a family
of hulls that increases in time, but rather a family of hulls where in each infinitesimal in-
crement of time, an infinitesimal new piece of hull is added “at the root”. The whole of the
previous hull is then conformally mapped to something slightly different (one might envisage
the new piece of hull as “pushing” the existing one further into the domain). See Figure 23.
Note that one can never therefore speak of a “single curve” associated to a reverse Loewner
evolution.

In the following, we will only ever speak about centered reverse Loewner evolutions.
Informally, this means that new pieces of curve are always added at the origin.

Definition A.10 (Reverse Loewner evolution in H). Let (ξt)t≥0 be a continuous real valued
function with ξ0 = 0. The solution (ft(z))t≥0,z∈H to the family of equations

∂(ft(z) + ξt)

∂t
=
−2

ft(z)
, f0(z) = z ; z ∈ H (A.5)
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ft2 ◦ f−1
t1

Ht1 Ht2

Figure 23: A reverse Loewner evolution at two times t1, t2 with t1 < t2. In both cases Hti is
the complement of the curve. One can see that between the two times, a new piece of curve
(drawn in red) is added “at the root”, and the existing curve (black) is conformally mapped
into the domain formed by the complement of the red curve. In contrast, under the forward
Loewner flow, new pieces of curve are always added “at the tip” of the existing curve.

is called the reverse Loewner flow driven by (ξt)t≥0. In contrast to the forward case, ft(z) is
defined for all t ≥ 0 and z ∈ H. This means that ft defines a conformal map from H to some
domain Ht for all t (and one can check that ft(z) ∼ z as z →∞ for each t). (H \Ht)t≥0 is
called the reverse Loewner evolution driven by (ξt)t≥0.

We will now discuss the (deterministic) relation between forward and reverse Loewner
evolutions. For this, it is helpful to consider the centered forward Loewner maps g̃t := gt−ξt
and associated with a given driving function (ξt)t≥0.

Lemma A.11 (Forward/Reverse flow). Suppose that (g̃t)t≥0 is the centered forward Loewner
flow with driving function (ξt)t≥0. Fix T > 0 and write ξ̂t = ξT−t − ξT for 0 ≤ t ≤ T . Let
(f̂t)0≤t≤T be the centered reverse Loewner flow with driving function (ξ̂t)0≤t≤T . Then

f̂t(z) := g̃T−t ◦ g̃−1
T (z) ; t ∈ [0, T ] , z ∈ H.

In particular, f̃T ≡ g̃−1
T .

Proof. Since g̃t = gt − ξt by definition, the forward Loewner equation (A.1) and then the
substitution t 7→ T − t yields

d(g̃t(z)) =
2

g̃t(z)
dt+ dξt ; d(g̃T−t(z)) = − 2

g̃T−t(z)
− dξ̂t

for every z. Replacing z with g̃−1
T (z), we may deduce that f̂t(z) satisfies the reverse Loewner

equation (A.5) with driving function ξ̂.

Reverse SLE. Now we have defined reverse Loewner evolutions, reverse SLEκ is simply
defined in the analogous way to forward SLEκ.
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Figure 24: A reverse SLE4 at three increasing times, simulation due to Henry Jackson. The
background shows the deformation of the upper half plane under the reverse Loewner flow.

Definition A.12 (Reverse SLEκ). Reverse SLEκ for κ > 0 is the centered reverse Loewner
evolution driven by a Brownian motion with diffusivity κ. That is, with driving function
(ξt)t≥0 = (

√
κBt)t≥0 where B is a standard Brownian motion.

Definition A.13 (Reverse SLEκ(ρ) [She16a]). Suppose that V 1, ..., V m ∈ H̄ and ρ1, ..., ρm

are real numbers. Reverse SLEκ(ρ1, ..., ρm) with marked points at V 1, ..., V m is the reverse
(centered) Loewner evolution with driving function (ξt)t≥0 satisfying:

ξt =
√
κBt −

∑
i

∫ t

0

<
(

ρi

fs(V i)

)
ds (A.6)

It is immediate that this has a unique solution in law, at least until the first time that
ft(V

i) = 0 for some i. We will only consider the reverse SLEκ(ρ) up until this time.

Remark A.14. In the case m = 1 and ρ1 = ρ, a straightforward calculation shows that
ft(V

1) is
√
κ times a Bessel process of dimension

δ = 1 +
2(ρ− 2)

κ
.

Note the difference with Remark A.6. Roughly speaking, this is because the reverse SLEκ(ρ)
generally pulls points towards the origin, while the forward version will be pushes them away
(for intuition, consider the case ρ = 0 and the way that the flow is defined).

The following properties of reverse SLEκ(ρ) will be needed for a technical discussion in
?? of these notes (and as such, will probably seem rather specific/unmotivated). A reader
simply wishing to learn about SLE would be safe to skip this.

Lemma A.15. (1) Let (ft)t≤τ1 be a reverse SLEκ(κ) flow, with a force point at 1 ∈ R and
τ1 the first time that ft(1) = 0. Then as R → ∞, the probability that fτ1(B(0, R)) ⊃
B(0, 1) tends to 1.
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(2) Let (f̃t)t≤τ̃1 be a reverse SLEκ(κ,−κ) flow with force points at (1, R) and τ̃1 the first
time that f̃t(1) = 0. Then the total variation distance between (ft)t≤τ1 and (f̃t)t≤τ̃1
tends to 0 as R→∞.

(3) Let (f̃t)t be a reverse SLEκ(κ,−κ) flow with force points at (z, 10), and z ∈ [1, 2].
For a ∈ (0, 1] let τ̃a be the first time that f̃t(z) = a. Then with probability one,
fτ̃a({w ∈ H̄ : |w − 10| = 1}) ⊂ H̄ \B(0, 1)).

Proof. (1) Note that ft(1) is
√
κ times a Bessel process of dimension 3− (4/κ) < 2 started

from 1, and so the time τ1 is almost surely finite. Moreover, the driving function is
continuous up to and including time τ1, because the integral

∫ τ1
0
ft(1)−1 dt converges

almost surely. This implies that fτ1(z)→∞ as z →∞ (see Definition A.10), which is
the same thing as (1).

(2) For this we compute the Radon–Nikodym derivative between (f̃t)t≤τ̃1 and (ft)t≤τ1 ex-
plicitly using Girsanov’s theorem. Let us write ξt and ξ̃t for their respective driving
functions. Then

dξt =
√
κdBt −

κ

ft(1)
dt

whereBt is a standard Brownian motion (and for z ∈ H we have dft(z) = −(2/ft(z)) dt−
dξt.) Let us consider the process Zt := −

√
κ log ft(R), which is adapted to the filtration

generated by B. Then by Itô’s formula:

dZt =
κ

ft(R)
dBt +

(√
κ(2 + κ)

ft(R)2
− κ3/2

ft(1)ft(R)

)
dt ; d[Z]t =

κ2

ft(R)2
dt.

If we set
Mt := exp(Zt − [Z]t/2) = ft(R)−

√
κe−κ

∫ t
0 fs(R)−2ds

then because (d/dt)(ft(R) − ft(1)) = (2/ft(1)) − (2/ft(R)) > 0 for all t ≤ τ1, Mt

is bounded above by (R − 1)−
√
κ for all t ≤ τ1. Thus Mt∧τ1 is a positive, bounded

martingale. Since d[Z,B]t = (κ/ft(R)) dt, Girsanov’s theorem tells us that if we change
measure using the martingale (Mt)t≤τ1 , the process B̃t = Bt −

∫ t
0
(κ/fs(R)) ds will be

a Brownian motion under the new measure. Rewriting the expression for dξt in terms
of B̃ we get dξt =

√
κdB̃t − (κ/ft(1))dt + (κ/ft(R))dt, and we see that under this

new measure, ξt satisfies the same SDE as ξ̃t. Hence, the Radon–Nikodym derivative
between (ξ̃t)t≤τ̃1 and (ξt)t≤τ1 (equivalently between (f̃t)t≤τ̃1 and (ft)t≤τ1) is equal to

fτ1(R)−
√
κ exp(−κ

∫ τ1

0

ft(R)−2 dt),

which is deterministically bounded above by (R−1)−
√
κ. Since this goes to 0 as R→∞,

we obtain the desired convergence in total variation distance.
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T

x

Brownian motion run until its hitting time of 0

3d Bessel process run until its last hitting of x

Figure 25: Illustration of Williams’ path decomposition theorem. The classical result says
that if X is a Brownian motion started from x > 0 and T is its hitting time of zero, then its
time-reversal X̂ = (XT−t)0≤t≤T is distributed as three-dimensional Bessel process, run until
its last visit Λ to x.

(3) For this, we claim that for w ∈ H with <(w) > 2 and z ∈ [1, 2], the process <(f̃t(w))−
f̃t(z) is increasing for t ≤ τ̃a (which clearly implies the result). To see the claim,
observe that by definition of the reverse flow

∂(<(f̃t(w))− f̃t(z))

∂t
=

2

f̃t(z)
−<(

2

f̃t(w)
) =

2

f̃t(z)
− 2<(f̃t(w))

|f̃t(w)|2
,

which is positive as long as <(f̃t(w)) > f̃t(z) > 0. Since this is true at time 0 for w
with <(w) > 2, it is therefore positive for all t ≤ τ̃a, and the process <(f̃t(w))− f̃t(z)
is increasing for this range of t.

Symmetries in law for forward/reverse SLEκ and SLEκ(ρ). Now, because Brownian
motion has time reversal symmetry, the relationship Lemma A.11 between forward and
reverse Loewner evolutions has particularly nice consequences for SLE.

More specifically, if T > 0 is fixed and (ξt)0≤t≤T is
√
κ times a Brownian motion, then

(ξ̂t)0≤t≤T = (ξT −ξT−t)0≤t≤T also has the law of
√
κ times a Brownian motion. Consequently:

Lemma A.16. For any fixed T > 0 the curve generated by a reverse SLEκ run up to time
T and the curve generated by a forward SLEκ run up to time T are equal in law.

Mind that the processes of the previous lemma, defined for all times t ∈ [0, T ], are not
the same in law. Indeed, we have seen that forward and reverse Loewner evolutions generate
hulls via a completely different dynamic. Nonetheless, it is a very useful property that at
any fixed time, the laws of the generated hulls are equal.
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There are similar consequences for SLEκ(ρ) processes, but the reversibility properties of
solutions to (A.3) are somewhat more complicated. We will explain now what happens in
the simplest case of one marked point. Due to remarks Remarks A.6 and A.14, this requires
understanding how Bessel processes behave under time reversal.

Remark A.17 (Bessel process properties). Recall that the dimension δ of a Bessel process
determines how often it returns to 0: if δ ≥ 2, then the Bessel process will a.s. be strictly
positive for all positive times; while if δ < 2 then from any starting point it will return to 0
in finite time a.s.

The following is an extension of a classical result about Brownian motion, due to Williams
(see e.g. Corollary (4.6) in Chapter VII of [RY99] and Figure 25).

Lemma A.18 (Time reversal of Bessel processes). Suppose that X is a Bessel process of
dimension δ ∈ (0, 2) started from x > 0, run until its first hitting time T of zero. Then its
time-reversal X̂ = (XT−t, 0 ≤ t ≤ T ) is a Bessel process of dimension δ̂ = 4− δ ∈ (2, 4), run
until its last visit Λ to x.

The proof of this will boil down to an analogous result for Brownian motion with drift,
that we state and prove first.

Lemma A.19. Let µ > 0. Then the time reversal of a Brownian motion with drift µ, started
from 0 and stopped at its last hitting time of y > 0, has the law of a Brownian motion with
drift −µ, started from y and run up to its last hitting time of 0.

Proof. Let (Xt)t∈R = (Bt + µt)t∈R, where Bt is a standard two-sided Brownian motion with
B0 = 0. Then (X̂t)t∈R := (X−t)t∈R is equal in law to (Bt − µt)t∈R. Define τ0 := {inf : s ≤
0 : Xs = 0} and τy = sup{s ≥ 0 : Xt = y}. Then by the strong Markov property at time τ0,
(Xτ0+s)0≤s≤τy−τ0 has the law of a Brownian motion with drift µ, started from 0 and stopped
at its last hitting time of y. So, we need to show that the time reversal (Xτy−s)0≤s≤τy−τ0 has
the law of a Brownian motion with drift −µ, started from y and run up to its last hitting
time of 0.

For this, we use the fact that, by definition of X̂,

(Xτy−s)0≤s≤τy−τ0 = (X̂s−τy)0≤s≤τy−τ0 = (X̂s+τ̂y)0≤s≤τ̂0 ,

where τ̂y is the first time before 0 that X̂ hits y, and τ̂0 is the last time that (X̂t+τ̂y)t≥0 hits
0. Since X̂ is equal in law to a two-sided Brownian motion with drift −µ, the law of the
process on the right hand side above is (by the strong Markov property again, but this time
for X̂) indeed that of a Brownian motion with drift −µ, started from y and run up to its
last hitting time of 0. This concludes the proof.

Proof of Lemma A.18. ([DMS14, Proposition 3.5]) We will make use of the following fact,
which can be found in [RY99, Chapter XI, Exercise 1.28], and is easy to verify using basic
stochastic calculus:
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• Let τ(t) = inf{s > 0 : [log(X)]t > t} and let Zt = log(Xτ(t)) (recall that [M ]t denotes
the quadratic variation of the continuous semimartingale M). Note that because δ ∈
(0, 2), τ(t) ↑ T as t ↑ ∞. Then

(Zt)t≥0
(law)
= (Bt +

δ − 2

2
t)t≥0, (A.7)

where B is a standard Brownian motion with B0 = log x.

We now want to use this, along with the time reversal symmetry of Brownian motion, to
draw a conclusion similar to (A.7) about the time reversal X̂ ofX, but with the opposite drift
(corresponding to a dimension δ̂ = 4 − δ, as claimed). However, there is a slight technical
complication that arises, since X̂0 = 0 and so log(X̂0) = −∞.

To get around this, we also define for any ε < x, Tε to be the last time before T that
(Xt)t≥0 hits ε. Then (Zt)t∈[0,[logX]Tε ] is a Brownian motion with drift as in (A.7), started
from log x and stopped at its last hitting time of log(ε). This implies (by Lemma A.19) that
the time reversal of Z with respect to this time interval is a Brownian motion with drift
−(δ − 2)/2 = (δ̂ − 2)/2, started from log ε and run up to its last hitting time of log x.

Reversing the argument for (A.7) (i.e., taking the exponential and reparameterising by
quadratic variation), this implies that the time reversal of (Xt)t∈[0,Tε] is a Bessel process of
dimension (4− δ), started from ε and run up to its last hitting time of x. Taking a limit as
ε→ 0 provides the result.

As a consequence of this and Remarks A.6 and A.14, we obtain the following:

Corollary A.20 (Symmetries for forward and reverse SLEκ(ρ)). Suppose that (ft)t≥0 is the
reverse flow for a centered, reverse SLEκ(ρ) process with a single marked point at x > 0 of
weight ρ < κ/2 + 2. Consider the first time τ that ft(x) = 0. Then Hτ = fτ (H) has the
same law as H \ η([0, σ]), where η is a forward SLEκ(κ − ρ) curve with a marked point at
0+, run until the last time Λ that the centered forward Loewner flow for η sends 0+ to x.
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Index
Aldous–Broder algorithm, 101

Bessel process, 187
Boundary Liouville measure, see Liouville mea-

sure

Canonical description, see Random surface
Cardy embedding, 95
Change of coordinates formula, 49
Circle average, 30, 37, 134
Circle packing, 95
Conformal covariance of Liouville measure,

46
Conformal invariance

of Dirichlet GFF, 30
of Green function, 13

Conformal radius, 14, 37
Conformal welding, 150, 170
Continuous Random Tree (CRT), 93, 100, 109
Critical Exponent

FK percolation, 115
Loop-Erased Random Walk, 102

Critical exponents, 86

Definite, see Nonnegative semidefinite
Dirichlet energy, 9
Dirichlet inner product, 18
Discrete Excursion, 99

Euler’s formula, 98
Even / odd decomposition, 145

FK model, 92

Gauss–Green formula, 17, 28
Gaussian multiplicative chaos, 41, 46, 61
GFF

Dirichlet boundary conditions, 15, 22
Girsanov lemma, 41
Green function

Dirichlet boundary conditions, 11
Discrete, 7

Hamburgers / cheeseburgers, see Sheffield’s
bijection 97

Isothermal ball, 84

Kahane’s convexity inequality, 61
KPZ relation, 81, 103

Liouville measure
Boundary, 135
Boundary (quantum wedge), 145
Bulk, 37
Multifractal spectrum, 68
Scaling relation, 68

Loop-Erased Random Walk, 102

Markov chain tree theorem, 101
Markov property, 11, 28
Markov property (of Liouville quantum grav-

ity), 151
Mating of trees, 106, 109
Mating of trees (discrete), 101
Minkowski dimension, 82

Neumann problem, 123
Non atomicity of Liouville measure, 87
Nonnegative semidefinite, 7, 16

Orthogonal decomposition of H1
0 (D), 29

peanosphere convergence, 109
Peeling, 151
Peyrière measure, 41
Pioneer points, 116
Planar maps

Decorated, 89
Definition, 89
Dual map, 89
Fortuin–Kasteleyn model, 92
Loops, 89
Percolation, 92
Refinement edges, 89
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Uniform case, 92

Quantum cones, 49, 147
Quantum wedges, 49, 140

Radial decomposition, 35, 141
Random surface, 49

Canonical description, 139
Convergence, 139
Zooming in, 139

Reverse Loewner flow, 152
Riemann uniformisation, 36, 95
Rooted measure, 41

Scaling exponents, 80
Sheffield’s bijection, 97
Sobolev space, 18
Subdiffusivity, 116

Thick points, 32, 41, 44
Tutte bijection, 90

Watabiki formula, 81
Williams’ path decomposition theorem, 187
Wilson’s algorithm, 102

Zipper
Capacity, 161
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