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ABSTRACT

Optical studies of semiconductors under intense femtosecond laser pulse excitation suggest that an ultrafast phase transition takes place before the electronic system has time to thermally equilibrate with the lattice. The excitation of a critical density of valence band electrons destabilizes the covalent bonding in the crystal, resulting in a structural phase transition. The deformation of the lattice leads to a decrease in the average bonding-antibonding splitting and a collapse of the bandgap. We review the relationship between structural, electronic, and optical properties, as well as the timescales for electron recombination, diffusion, and energy relaxation. Direct optical measurements of the dielectric constant and second-order nonlinear susceptibility are used to determine the time evolution of the phase transition.

INTRODUCTION

For almost two decades the field of laser-induced phase transitions in semiconductors has generated considerable interest. This field arose originally in the context of semiconductor annealing, a technologically important process aimed at repairing the damage to semiconductor crystals caused by dopant atom implantation. The conventional method for this process is thermal annealing—the slow baking of a semiconductor in an oven. When the sample is heated, the increased atomic mobility allows
defects to diffuse to the surface. In the 1970s, a new method for repairing damage to semiconductor crystals, now known as laser annealing, was discovered (1). In laser annealing, a short laser pulse incident on a damaged region of a semiconductor induces structural changes in the material that result in the formation of a defect-free crystal. Although laser annealing of semiconductors has not replaced thermal annealing in industrial semiconductor processing, the discovery of laser annealing did open up a new and exciting chapter in the study of light-matter interactions: the use of light to induce phase transitions in semiconductors. Our focus is not on the thermal transition from solid to liquid (melting) induced by nanosecond and picosecond laser pulses, which has been studied in detail. The details of this transition, including the heating of the solid, thermal diffusion, melting, motion of the interphase boundary, and recrystallization are discussed in Reference 2. Instead, we concentrate in this paper on the highly nonequilibrium electronic and structural dynamics in a semiconductor excited by intense femtosecond pulses.

CHEMICAL BONDS AND ENERGY BANDS

The arrangement of atoms in a crystal is intricately connected with the state of the electrons in the material. On one hand, given a set of atoms and their crystal structure, the electronic properties of the solid can be predicted. On the other hand, the valence electrons of the atoms in the solid determine the most energetically favorable arrangement of the ionic cores of the atoms. The cohesion of a semiconductor crystal is primarily due to covalent bonds between the atoms. Because of the periodicity in the crystal structure, there is a corresponding periodicity in reciprocal or crystal momentum space, which allows a useful alternative description of the state of the electrons. In the momentum representation, the spatial description of a bond is replaced by a delocalized representation of the entire electronic system, where the eigenvalues of the Hamiltonian form energy bands. The bond picture of the spatial distribution of electrons and the energy band picture of electronic states in momentum space are two complementary ways of looking at a solid. Although one description may be more appropriate than the other for a particular discussion, an understanding of both pictures provides additional insight into crystal cohesion, electronic properties, and interactions with light.

Figure 1a illustrates schematically a covalent bond between two identical atoms, each having only one electron in a particular energy level (note that each level has two spin states). If the two atoms are brought close enough to each other that their wavefunctions overlap, the energies of their collective state will be different from the energies of the individual
Figure 1  (a) Covalent bonding results from the splitting of an atomic energy level into bonding and antibonding levels separated by an energy $\Delta E_{b-a}$. (b) Metallic bonding results from the broadening of an atomic energy level into a band of energies of width $\Delta E_{\text{band}}$. ●: filled electronic state, ○: empty electronic state.

atoms. The resulting diatomic molecule has a symmetric ground state wavefunction with an energy lower than the initial atomic level, and an antisymmetric excited state wavefunction with an energy higher than the
initial atomic level. These are called the bonding and antibonding states. The bound configuration consists of two electrons occupying the lower level, where the energy of the molecule is lower than that of the two individual atoms. The sharing of the electrons results in a covalent bond between the two atoms. If one or both of the electrons are excited to the antibonding level, the molecule no longer has a lower total energy than the two individual atoms.

Metallic bonding arises from a more delocalized overlap of atomic orbitals in a solid. This overlap of the orbitals of a particular atomic energy level leads to a broadening of this energy level into a band of energies. If the atomic energy levels are not fully occupied, then, as the atoms are brought closer together to form a solid, the total energy will be lower than for the isolated atoms, as illustrated schematically in Figure 1b. This type of bonding results in a partially filled energy band, which is required for electronic conduction and is characteristic of metals (3).

Semiconductors exhibit characteristics of both covalent bonding and metallic bonding. On the one hand, nearest neighbors form covalent bonds by sharing two electrons, which results in a splitting of atomic levels into bonding and antibonding states. On the other hand, these bonding and antibonding states are broadened into bonding and antibonding energy bands by more delocalized interactions with the other atoms in the solid. When the average bonding-antibonding splitting in the material is larger than the width of the energy bands, an energy gap will exist between the bonding and the antibonding bands (see Figure 2a). If the atomic orbitals start out half-filled, then the ground state consists of a fully occupied bonding band and an empty antibonding band. In this case, the material will not conduct electricity. However, when the average bonding-antibonding splitting is smaller than the width of the energy bands, the bonding and antibonding bands overlap (see Figure 2b). The resulting partially filled bands lead to metallic electronic characteristics even in the ground state. A semiconductor corresponds to the former case: An energy bandgap separates the bonding (valence) and antibonding (conduction) bands. Semiconductors are insulators in the ground state; however, they start conducting when electrons are excited from the valence to the conduction band. Conductivity in a semiconductor is mediated both by the negatively charged electrons excited to the conduction band and by the positive holes left behind in the valence band by the excited electrons. The conducting electrons and holes are often referred to collectively as free charge carriers or simply free carriers.

Most of the work on laser-induced phase transitions has focused on group IV and III–V semiconductors in the diamond and zincblende crystal structures. These materials are appropriate for studying cohesion because
of the central role played by covalent bonds in these crystals. Both the diamond and the zincblende structures are built from tetrahedrally coordinated atoms, with each pair of nearest neighbors held together by sharing two electrons. If a significant fraction of these bonding electrons is excited to antibonding states, the cohesion of the crystal will be strongly affected (4).

LIGHT-SEMICONDUCTOR INTERACTIONS

The electronic structure of a material determines its optical properties. Classically, the higher charge-to-mass ratio of the electrons compared with that of the protons in the nucleus accounts for the more important role of the former in the optical response of a material. Quantum mechanically, this dominant role for the electrons arises because optical photon energies
and the energy spacings between electronic levels fall in the same range. The energy spacings between nuclear levels are much larger than optical photon energies, resulting in negligible nuclear transition probabilities. Furthermore, the transition energies for the core electrons are also much greater than optical photon energies, and thus only the valence or outer shell electrons significantly contribute to the optical properties. Although electromagnetic radiation can produce collective vibrational excitations of the lattice by exciting phonons, phonon frequencies are generally in the far infrared, well below the frequencies of interest in this discussion. Thus when visible or ultraviolet light is absorbed by a material, most of the energy is initially transferred to the outer shell electrons without directly perturbing the nuclei or the core electrons.

**Absorption of Light in a Semiconductor**

Absorption of light in a semiconductor can occur either through interband or intraband electronic excitations. However, an electronic transition can only occur between a filled initial state and an empty final state. In the ground state of a semiconductor (i.e. at absolute zero temperature), all bands are either completely filled or completely empty, so intraband transitions cannot occur. Only when a significant number of electrons has been transferred from the valence to the conduction bands does intraband absorption, also known as free-carrier absorption, become an important mechanism for absorption of light. Usually, interband absorption is the principal mechanism for absorption of light in a semiconductor.

An optically induced interband electronic transition must conserve energy and crystal momentum (4). To satisfy the requirement of energy conservation, the difference between the energies of the final and initial electronic states in the transition $E_{\text{final}} - E_{\text{initial}}$ must equal the energy of the absorbed photon $\hbar\omega$. The magnitude of the momentum of the absorbed photon is much smaller than the magnitude of the electron crystal momentum $k$. In order to satisfy conservation of crystal momentum, an optically induced electronic transition must leave the electron crystal momentum essentially unchanged. Thus a photon of energy $\hbar\omega$ can directly induce an interband electronic transition only between states that satisfy the condition $E_{\text{final}}(k) - E_{\text{initial}}(k) = \hbar\omega$. This type of process, known as a direct transition, is a two-body process involving an electron and a photon. Figure 3a illustrates schematically a direct interband transition.

Interband absorption can also occur through indirect electronic transitions, as shown in Figure 3b. In this case, the initial and final values of the electron crystal momentum are not the same. A phonon is required in the process to carry away the excess momentum. A phonon can have a
large momentum, but its energy is small compared to that of the photon. Thus an indirect transition is characterized approximately by the following two conditions: (a) energy conservation, $E_{\text{final}} - E_{\text{initial}} = \hbar \omega_{\text{photon}}$, and (b) crystal momentum conservation, $k_{\text{final}} - k_{\text{initial}} = k_{\text{phonon}}$. Because direct transitions are lower-order processes than indirect transitions, direct transitions dominate the absorption spectrum over the range of photon energies in which they are allowed.

There are several common features in the absorption spectra of semiconductors that result from common features in their band structures. One of the most noteworthy features is the fundamental absorption edge at a photon energy corresponding to the minimum energy gap $E_{\text{gap}}$ separating the valence and conduction bands. Assuming negligible free-carrier absorption, a semiconductor is transparent to light of photon energy
less than $E_{\text{gap}}$ because there are no resonant interband transitions in this frequency range, as shown in Figure 3.\(^1\)

At photon energies above $E_{\text{gap}}$, the absorption spectrum will depend on whether a semiconductor has a direct or an indirect minimum bandgap. In a direct-gap semiconductor such as GaAs, the minimum in the conduction band occurs at the same point in $k$-space (same value of crystal momentum) as the maximum in the valence band. In contrast, the conduction band minimum and the valence band maximum occur at different points in $k$-space for an indirect semiconductor such as Si. Thus direct transitions dominate the absorption spectrum of direct-gap semiconductors at all photon energies above $E_{\text{gap}}$. Indirect transitions make up the absorption spectrum of indirect-gap semiconductors at photon energies between $E_{\text{gap}}$ and the minimum value of the direct energy gap $E_{\text{conduction}}(k) - E_{\text{valence}}(k)$ (see Figure 3b).

In general, the conduction band of a semiconductor has more than one relative energy minimum in $k$-space. The absolute conduction band minimum in GaAs occurs at $k = 0$, known as the $\Gamma$-point. The region around this minimum is called the $\Gamma$-valley. GaAs also has relative minima at points symmetrically equivalent to $k = (111)\pi/a$ and $k = (100)\pi/a$, where $a$ is the lattice spacing. The eight symmetrical equivalents of $k = (111)\pi/a$ are known as L-points, whereas the six symmetrical equivalents of $k = (100)\pi/a$ are called the X-points. The regions around these symmetry points are called the L-valleys and the X-valleys, respectively. In GaAs at room temperature, the direct energy gap at the $\Gamma$-point, which is also the minimum energy gap $E_{\text{gap}}$, is equal to 1.42 eV (6). Pseudopotential calculations show the direct gaps at the L- and X-points to be about 3 and 5 eV, respectively (7). Also, the conduction-band minimum at the L-point is 0.29 eV above that at the $\Gamma$-point, whereas the X-point conduction-band minimum exceeds that at the $\Gamma$-point by 0.48 eV (6). Figure 4 shows the band structure of GaAs between the L- and $\Gamma$-points and between the $\Gamma$- and X-points.

The optical properties of a semiconductor are quantitatively described by the dielectric function $\varepsilon(\omega)$. The dielectric function is complex and describes the magnitude and phase of the material response to an electromagnetic field. Figure 5 shows both the real and imaginary parts of the dielectric function of GaAs at room temperature (8). The three main features, labeled $E_{\text{gap}}, E_1,$ and $E_2$, are common to the Group IV and III–V semiconductors, although their locations and the relative sizes of these

---

\(^1\) Discrete absorption lines, however, do appear a few meV below $E_{\text{gap}}$ that correspond to the excitation of bound electron-hole pairs of excitons (5).
features vary from material to material. The point $E_{\text{gap}}$ (at 1.42 eV for GaAs) marks the fundamental band edge below which $\text{Im}(\varepsilon)$ is zero; $E_1$ and $E_2$ (located at 3.0 eV and 4.75 eV, respectively, for GaAs) (9) label the two main absorption peaks in the spectrum. These peaks arise from regions in the band structure (the region around the L-point for the $E_1$ peak and the region around the X-point for the $E_2$ peak) in which the valence band is roughly parallel to the conduction band, resulting in a large, joint density of states for direct interband transitions (10). The $E_2$ peak, which is roughly coincident with the zero-crossing in $\text{Re}(\varepsilon)$, is the stronger of the two absorption peaks, and its location gives the approximate value of the average bonding-antibonding splitting of GaAs (3).

Much of the work on laser-induced phase transitions discussed in this paper involves the optical excitation of GaAs at photon energies above $E_{\text{gap}}$. Because GaAs is a direct-gap semiconductor, the optical excitation is dominated by direct transitions at all frequencies. Although there are differences in the details of optical excitation in direct-gap vs indirect-gap semiconductors, most of the key issues we address apply to both types of materials. Analysis of the results presented here for GaAs, however, is simplified by the lack of complications arising from indirect transitions.
Figure 5 Dielectric function of GaAs (after Reference 8). $E_{\text{gap}}$ labels the fundamental absorption edge corresponding to the minimum bandgap. $E_1$ and $E_2$ label the two main absorption peaks.

**Energy Transfer in a Semiconductor**

The optical excitation of electrons from the valence band to the conduction band in a semiconductor leads to a series of processes through which the energy of the excited electrons is distributed to the rest of the electronic system as well as to the lattice. Figure 6 summarizes the main energy transfer processes. Optical excitation of electrons can occur only in regions of $k$-space satisfying the direct transition condition $E_{\text{final}}(k) - E_{\text{initial}}(k) = h\omega$, where $\omega$ is within the spectral bandwidth of the incident light. As a result, the incident light creates a nonequilibrium population of free carriers (electrons in the conduction band and holes in the valence band) with a narrow distribution of crystal momentum (localized in $k$-space).

**Carrier–Carrier Scattering** The nonequilibrium free-carrier population quickly spreads out in $k$-space through carrier–carrier scattering, as indicated by process 1 in Figure 6. The time scale for electron–electron scattering decreases with increasing conduction electron density and is
shorter than 20 fs for electron densities in excess of $10^{18}$ cm$^{-3}$ (11). Through multiple scattering, the initial nonequilibrium distribution of free carriers thermalizes to a Fermi-Dirac distribution within a few hundred femtoseconds (12). The temperature of this thermal distribution is set by the initial free-carrier excess energy, corresponding to the energy above the conduction band minimum for electrons and the energy below the valence band maximum for holes. Thus carrier–carrier scattering merely redistributes the energy among the excited electrons and holes and does not change the average energy of the excited free carriers.

Carrier–carrier scattering includes three similar but separate processes: electron–electron scattering, hole–hole scattering, and electron–hole scattering. The first two lead to independent thermalization of the excited electron and hole populations, whereas the third leads to equilibration of the two populations with each other. Electron–hole equilibration is driven by the initial difference in average excess energies between excited electrons and holes. In GaAs, for example, a difference between electron and hole excess energies arises during direct interband transitions in the Γ-valley because of the higher curvature of the conduction band compared with that of the valence band (see Figure 3a).
CARRIER-PHONON SCATTERING Although the excited free carriers become internally thermalized within a few hundred femtoseconds, they are still far out of equilibrium with the lattice on this time scale. Energy transfer from the excited electrons to the lattice occurs through the slower process of carrier–phonon scattering, shown by process 2 in Figure 6. The time scale for carrier–phonon scattering is longer than that for carrier–carrier scattering because the coupling of free carriers to phonons is weaker than the coupling of free carriers to each other. Typical carrier–phonon scattering times are on the order of a few hundred femtoseconds (13). However, multiple scattering is required to transfer the excess energy from the electrons to the lattice. The phonons primarily responsible for cooling the hot electrons have energies on the order of 30 meV (see below). For initial electron excess energies on the order of 0.5 eV (corresponding to excitation of GaAs with 2-eV photons), the energy transfer process requires over 10 phonon emission events per electron. Thus for excitation significantly above the bandgap, electron-lattice thermalization occurs on a time scale of a few picoseconds (13).

Before describing the interactions between free carriers and phonons, we first examine the phonon spectrum of semiconductors, shown schematically in Figure 7. Because diamond (Si) and zincblende (GaAs) crystal lattices have a two-atom basis, the phonon spectra of these materials split into two main branches: acoustic and optical (4). Each of these branches in turn splits into three polarization vectors for the atomic displacements of a traveling wave: two that are transverse to the direction of propagation and one that is longitudinal. The acoustic branch gets its name from the small wavevector limit in which it has a linear dispersion relation and supports the propagation of sound. The optical branch has higher frequencies than the acoustic branch and a relatively flat dispersion relation. It is called the optical branch because its small wavevector phonons can couple directly to infrared photons. Although free carriers can interact with both optical and acoustic phonons, energy transfer is dominated by optical phonons because of their higher energies.

The nature of the interaction between free carriers and phonons in semiconductors depends on whether there is an ionic component to the crystal bonding. In an elemental semiconductor such as Si, the bonds are purely covalent, and the carrier-phonon interaction is mediated by the deformation potential (5), which is the potential energy associated with the change in electronic band structure arising from small atomic displacements produced by lattice vibrations. This change in band structure introduces an effective force between phonons and free carriers. The deformation potential coupling is independent of phonon wavevector (5), allowing hot free carriers to emit phonons of different wavelengths.
Compound semiconductors such as GaAs, on the other hand, have partially ionic bonds because of the different electron affinities of the two component elements. In this type of material, known as a polar semiconductor, the atomic displacements of a phonon set up an oscillating electric dipole. For longitudinal lattice vibrations, this dipole gives rise to an electric field that couples directly to the charged free carriers (14). The polar coupling is inversely proportional to the square of the phonon wavevector (5), leading to preferential emission of long-wavelength phonons by hot free carriers. Because the longitudinal optical (LO) phonons emitted by electrons through the polar interaction have long wavelengths (small values on \( q \), the phonon wavevector), the change in electron crystal momentum is very small. This small change in crystal momentum means that after emitting an LO phonon, the conduction-band electron remains within the same energy valley as that of its initial state. In GaAs, electronic cooling occurs mainly through intravalley phonon scattering.

Intervalley phonon scattering can also play an important role in energy transfer following the optical generation of free carriers (15). In intervalley scattering, illustrated by process 3 in Figure 6, excited electrons scatter...
into a different conduction band valley through either phonon emission or absorption. Because the various conduction band valleys are centered at different values of crystal momentum, intervalley scattering requires large $q$ (short wavelength) optical or acoustic phonons to satisfy the requirement of crystal momentum conservation. Thus the deformation potential mediates this type of scattering. Note that intervalley scattering will not occur for an electron if its energy is more than a phonon quantum below the minimum of the destination valley.

By distributing the excited electron population throughout the conduction band, intervalley scattering affects the electron-lattice energy relaxation time. In the experiments on GaAs reviewed in this paper, a laser pulse excites electrons primarily into the $\Gamma$-valley. However, intervalley scattering transfers some of these excited electrons into the $L$- and $X$-valleys, both of which have higher energy minima than the $\Gamma$-valley. Because they do not have as far to decay, the electrons in these side valleys cannot emit as many LO phonons through polar scattering as the electrons in the $\Gamma$-valley unless they scatter back into the $\Gamma$-valley. In this way, intervalley scattering slows down the transfer of energy from the electronic system to the lattice (15).

CARRIER RECOMBINATION AND DIFFUSION Although the scattering processes discussed so far distribute the initial excitation energy throughout the electronic system and the lattice, none of these processes changes the density of the excited free carriers. Two processes that do change the free-carrier density are carrier recombination and carrier diffusion. Carrier recombination, or electron-hole recombination, refers to processes in which an electron in the conduction band and a hole in the valence band recombine. In other words, an electron previously excited to the conduction band makes a transition back down to the valence band, as shown by process 4 in Figure 6. Carrier diffusion, on the other hand, refers to the average motion of free carriers from high carrier-density regions to low carrier-density regions. Recombination lowers the total number of free carriers in a crystal whereas diffusion redistributes free carriers in real space. However, for the purposes of the work reviewed in this paper, both types of processes reduce the number of free carriers in the laser-excited region.

Time scales for recombination processes depend on the free-carrier density and on the specific type of process. The various types of recombination differ according to how the energy lost by the electron in the downward transition to the valence band is given off. Two of the most important types of recombination are radiative recombination, in which the transition energy is radiated as a photon, and Auger recombination, in which the transition energy is transferred to another free carrier.
A radiative recombination event occurs through the spontaneous emission of a photon when a conduction band electron and a valence band hole annihilate each other. Thus the radiative recombination rate $R_{\text{radiative}}$ is proportional to the product of the conduction electron density times the hole density: $R_{\text{radiative}} = C_{\text{radiative}} np$, where $n$ is the conduction electron density, $p$ is the density of holes in the valence band, and $C_{\text{radiative}}$ is a constant (16). In the case of optical generation of free carriers, $n = p = N$, where $N$ is the density of electron-hole pairs. We can define an instantaneous recombination time $\tau_{\text{radiative}}$ by setting $R_{\text{radiative}} = N/\tau_{\text{radiative}}$. Then for radiative recombination, we have $\tau_{\text{radiative}} = (C_{\text{radiative}}N)^{-1}$.

In contrast, an Auger recombination event involves three free carriers because the electron-hole annihilation transfers energy either to another conduction electron or to a hole in the valence band. Therefore, the Auger recombination rate $R_{\text{Auger}}$ in the case of optically generated free carriers with density $N$ is given by $R_{\text{Auger}} = C_{\text{Auger}} N^3$. This expression gives an instantaneous Auger recombination time of $\tau_{\text{Auger}} = C_{\text{Auger}} N^{-2}$. In laser-induced structural change experiments using femtosecond-excitation pulses, the femtosecond laser pulse generates initial carrier densities greater than $10^{21}$ cm$^{-3}$, a regime where Auger recombination is the dominant mechanism (17).

The above treatment of recombination needs to be modified at high carrier densities where $C_{\text{radiative}}$ and $C_{\text{Auger}}$ themselves become functions of $N$. Once $N$ exceeds roughly $10^{18}$ cm$^{-3}$, both of these coefficients will decrease with increasing carrier density due to electronic screening effects. The presence of many mobile charge carriers leads to a partial screening of the Coulomb interaction between free carriers. The weaker interaction reduces the probability of a recombination event, thus lowering the recombination rate compared to the unscreened case. A calculation based on static screening theory for the case of Si suggests that the Auger recombination time saturates at about 6 ps for carrier densities exceeding $10^{21}$ cm$^{-3}$ (17).

Carrier diffusion is another important mechanism that reduces the free carrier density in the region excited by the laser pulse. The rate at which carriers diffuse out of the laser-excited region is given by $R_{\text{diffusion}} = N/\tau_{\text{diffusion}} = D_a \nabla^2 N$, where the ambipolar diffusion constant $D_a$ takes into account diffusion of both electrons and holes (5). If the laser spot size on the sample surface is much bigger than the absorption depth $\delta$, then the carrier density varies only in the direction normal to the sample surface: $N(z) = N(0) e^{-z/\delta}$. In this case, the diffusion time is given by $\tau_{\text{diffusion}} = D_a \delta^2$. The diffusion constant $D_a$ is related to the excited electron temperature $T_e$ and to the carrier mobility through the Einstein relation $D_a = k_B T_e \mu_a/e$ (5, 17), where $k_B$ is the Boltzmann constant, $\mu_a$ a reduced carrier mobility for
conduction electrons and valence holes, and $e$ is the magnitude of the electron charge. If the electron temperature varies in time, such as during and after femtosecond laser-pulse excitation (18), the diffusion constant will also vary in time. The dependence of $D_a$ on electronic temperature is further complicated by the implicit dependence of the carrier mobility $\mu_a$ on the electron temperature, which is not easily determined.

Although an increased electron temperature resulting from femtosecond laser-pulse excitation should speed up diffusion, carrier confinement slows it down (18). This effect arises from the reduction in the bandgap in an excited semiconductor due to many-body interactions in the free-carrier system (18, 19). In laser-pulse excitation, the spatial gradient of the light intensity in the material leads to a spatial gradient in the excited carrier density. The carrier-density gradient, in turn, causes a gradient in the bandgap, with a smaller bandgap coinciding with higher carrier density. In the absence of diffusion, free carriers will tend towards the regions with smaller bandgaps, thus this spatial gradient results in carrier confinement that slows down diffusion (18). Simulations and experimental measurements show that carrier-density relaxation through these processes occurs on a picosecond time scale (17, 18, 20, 21).

**SUMMARY OF ENERGY TRANSFER** The above discussion of energy transfer in a semiconductor is not meant to be a comprehensive treatment of this expansive subject. Many other scattering mechanisms such as scattering with plasmons (collective electronic excitations), impurity scattering, and combinations of all of the above play a role in the distribution of the laser-deposited energy. A full review of these processes can be found in Reference 4. The goal of this section is to provide a sense for the relevant time scales for energy transfer following femtosecond laser-pulse excitation of a semiconductor. In particular, carrier–carrier scattering thermalizes the free–carrier population within a few hundred femtoseconds; carrier–phonon scattering leads to carrier–lattice equilibration on a time scale of a few picoseconds; and carrier recombination and diffusion reduce the free-carrier density in the excited region also within a few picoseconds.

**LASER-INDUCED PHASE TRANSITIONS**

The strong connection between the electronic system and the lattice structure of a solid suggests that a change in one affects the other. When a laser pulse is incident on a semiconductor, it interacts with the electronic system in the material by exciting electrons from the valence band to the conduction band. If strong enough, this electronic excitation leads to a struc-
tural change in the lattice. The central question to address, then, is how the excitation of the electronic system results in atomic motion.

**Thermal Model vs Plasma Model**

Following the first experiments in laser annealing, two models were proposed to explain the structural change resulting from electronic excitation. One model, known as the thermal model, describes the structural change as a thermal melting process (22–24). The thermal model assumes that the hot electrons rapidly equilibrate with the lattice by exciting lattice vibrations (emitting phonons). With this assumption, the laser energy deposited in the material can be treated as though it is instantly converted to heat. If the incident laser pulse is strong enough, the irradiated part of the sample will heat up to the melting temperature and undergo a transition to the liquid phase as the latent heat of fusion is supplied.

The other model, known as the plasma model, attributes the structural change to destabilization of the covalent bonds resulting directly from the electronic excitation (25, 26). The plasma model assumes a slow rate of phonon emission by the excited electronic system compared with the energy deposition time (i.e. the laser pulse width). This assumption implies that structural change can occur while the electronic system and the lattice are not in thermal equilibrium with each other, although each of these systems may be internally in a quasi-equilibrium. According to this model, the structural change is driven directly by the excited electronic system. If a high enough fraction of the valence electrons is excited from bonding states to antibonding states, the crystal becomes unstable, and a structural phase transition occurs.

**Picosecond Pulses vs Femtosecond Pulses**

The debate over the explanation for laser-induced structural change prompted experimental tests of these two models. Early results, from experiments involving laser pulses with pulse widths of tens of picoseconds or longer, showed evidence for strong heating of the sample and agreed well with predictions from computer simulations based on the thermal model (22, 27, 28). Later, Raman spectroscopy experiments on semiconductors confirmed that an excited electronic system can equilibrate with the lattice in just a few picoseconds (13), in agreement with the assumption in the thermal model.

The introduction of femtosecond lasers in the mid-1980s led to renewed interest in this topic (29). The development of lasers producing pulses of less than 100 fs duration opened up the possibility of depositing energy in a semiconductor on a time scale that is short compared with the electron-
lattice equilibrium time of a few picoseconds. By depositing energy faster than the electrons can transfer it to the lattice or recombine with holes, an intense short pulse can excite a very high density of free carriers before significant heating of the lattice can occur. Due to the high peak intensities in femtosecond pulses, nonlinear absorption further increases the density of excited carriers (30). This suggests that femtosecond laser-pulse excitation of semiconductors can create the conditions necessary for electronically driven structural change. Indeed, recent experimental results show that the response of a semiconductor to a femtosecond laser pulse is fundamentally different from the response to a picosecond or nanosecond laser pulse (29, 31–38). The remainder of this paper focuses on the femtosecond excitation-pulse regime.

Response of the Linear Optical Properties

Determining the behavior of both the electronic and structural properties of a semiconductor is of prime importance to understanding the phase transition induced by a femtosecond optical excitation. However, to probe the structural change directly would require a subpicosecond X-ray or electron probe, which is not currently available. To resolve the response of a material to laser-pulse excitation on such a short time scale, a femtosecond laser pulse is generally used to probe the optical properties of the material over a range of time delays following the excitation pulse. In essence, this pump-probe technique provides a series of snapshots of the material at different times following the excitation, thereby mapping out the time evolution of the optical property being measured. Because the optical properties of a semiconductor are directly related to its electronic structure, as discussed above, optical pump-probe techniques provide a valuable tool for monitoring the changes in the electronic band structure. The band structure in turn carries information about the crystal structure.

Using this pump-probe scheme, a number of researchers have mapped out the time evolution of a semiconductor's reflectivity following intense femtosecond laser-pulse excitation (29, 31–33, 35–38). In both Si (29, 31–33) and GaAs (35–37), the reflectivity shows a sharp rise within roughly 200 fs after the excitation pulse for excitation fluences greater than the threshold for permanent damage. Figure 8 shows a typical example of this reflectivity behavior plotted vs pump-probe time delay. The data points in Figure 8 represent experimental values for the reflectivity of GaAs at a 45° incident angle for p-polarized light measured using a 70-fs, 2.2-eV probe pulse following excitation with a 70-fs 1.9-eV excitation pulse. The fluence (energy per unit area) of the excitation pulse in this case is 1.5 kJ/m². This is 1.5 times greater than the measured damage threshold of 1.0 kJ/m² for GaAs (39). In the past, the increase in reflectivity seen in Figure 8 was
attributed to the metallic-like behavior of the excited free carriers. Because the time scale for the reflectivity rise is about an order of magnitude shorter than the time scale for heating of the lattice through phonon emission (see above section), this change cannot be driven by thermal processes.

The reflectivity data alone, however, do not provide a clear link to the changes in the electronic structure induced by the excitation pulse because reflectivity measurements made at a single angle of incidence and polarization do not unambiguously determine the induced changes in the semiconductor's linear optical properties. The ambiguity in interpreting reflectivity data arises because reflectivity is not an intrinsic material property. Rather, it is a function of both the real and imaginary parts of the linear optical susceptibility or, equivalently, the dielectric constant. It is the response of the dielectric constant that provides a clear link to the behavior of the electronic structure. One can unambiguously determine both the real and imaginary parts of the dielectric constant by using two synchronized probe pulses to simultaneously measure the reflectivity at two carefully chosen angles of incidence and polarizations (40).

Recent pump-probe measurements of the dielectric constant made using this type of two-angle reflectivity technique show that the reflectivity
behavior described above reflects a drop in the average bonding-anti-bonding splitting of the semiconductor, leading to a collapse of the bandgap (39, 41, 42). The average bonding-antibonding splitting of a material manifests itself optically as the resonant frequency of the main absorption peak in its spectrum (10). Thus the drop in the average splitting is accompanied by a drop in the resonant frequency of the main absorption peak. As this resonant frequency drops through the frequency of the probe pulse, the imaginary part of the dielectric constant at the probe frequency goes through a peak, while the real part crosses zero. Figure 9, which shows experimental values for the real and imaginary parts of the dielectric constant of GaAs at a photon energy of 2.2 eV plotted vs pump-probe time delay, illustrates this behavior. As in Figure 8, the excitation pulse is a 70-fs 1.9-eV laser pulse with a fluence of 1.5 kJ/m². Note that the imaginary part peaks and the real part crosses zero within a few hundred femtoseconds, indicating that within this time, the average bonding-anti-bonding splitting has dropped from its initial value of about 4.5 eV to below 2.2 eV. This evolution of the dielectric constant produces the rise in
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*Figure 9* Experimentally determined 2.2-eV dielectric constant of GaAs plotted vs pump-probe time delay. As in Figure 8, a 70-fs, 1.5-kJ/m², 1.9-eV laser pulse serves as the pump pulse. The curves through the data are drawn to guide the eye. ●: real part of the dielectric constant, ○: imaginary part of the dielectric constant.
the reflectivity seen in Figure 8. Less intense pulses, down to a fluence of 0.8 kJ/m², produce a similar drop in the resonant frequency of the main absorption peak, but on a slower time scale.

The large changes in the electronic band structure evident in the dielectric constant measurements most likely arise from a combination of electronic screening by the excited free carriers and structural deformation of the lattice resulting from an electronically induced lattice instability. The free carriers generated by the laser pulse modify the electronic band structure directly through many-body interactions and by screening the ionic potential. A recent calculation shows that these screening effects cause a 2-eV drop in the direct gap at the X-point in GaAs if 10% of the valence electrons are excited to the conduction band—roughly the free-carrier density attained by femtosecond excitation pulses in these experiments (43). However, the time scale for the drop in the average bonding-antibonding splitting indicates that electronic screening cannot account for the entire bandgap collapse. Screening should be largest immediately following the excitation, i.e. when the free-carrier density is highest. As the free-carrier density relaxes through Auger recombination and diffusion, the changes in the electronic band structure due to screening should also relax. Instead, when excited by pulses of about 1.0 kJ/m² fluence, the average bonding-antibonding splitting continues to drop for picoseconds following the excitation. Thus while electronic screening is an important effect immediately following the excitation, the changes in the electronic band structure occurring during the first few picoseconds must be due to changes in the lattice structure itself.

As discussed in the first section of this paper, the covalent bonds that hold a semiconductor together are only stable if the electrons are in the ground state. Excitation of electrons from bonding valence states to antibonding conduction states breaks the covalent bonds. If enough bonds are broken, the lattice structure will become unstable, i.e. certain phonon modes will become soft, and the lattice will begin to deform. Thus a femtosecond laser pulse can induce a lattice instability if it excites a critical density of electrons, which calculations put at roughly 10% of the valence electrons (25, 44, 45). Under these conditions, these ions can move a significant fraction of the bond length within a few hundred femtoseconds (45, 46). Since a 10% change in the average bond length is sufficient for the bandgap to collapse (47), this ionic motion can result in a semiconductor-metal transition on a time scale consistent with the experimental data described above. This interpretation of the behavior of the linear optical properties is further supported by experimental data on the behavior of the nonlinear optical properties, which are discussed below.
Response of the Second-Order Optical Susceptibility

The symmetries of a material play an important role in determining its nonlinear optical properties (48). Thus monitoring the behavior of these properties can provide useful information on changes in the lattice structure. In particular, because of its sensitivity to crystal structure, second-harmonic generation has been used as a probe during laser-induced phase transitions in both the picosecond (49–51) and in the femtosecond regimes (33–37, 52). The central idea in most of this work is that the second-order optical susceptibility, which is responsible for second-harmonic generation in the dipole approximation, is only non-zero in materials that lack inversion symmetry (48). In fact, ion implantation experiments show that a loss of long-range order, which in effect produces inversion symmetry on the scale of the wavelength of light, is enough to make the second-order optical susceptibility vanish (53). Thus in pump-probe experiments on GaAs, which lacks inversion symmetry, a drop to zero in the second-harmonic signal indicates a loss of long-range order (52, 54). It is important to note that extracting the true behavior of the second-order susceptibility from measurements of the generated second-harmonic signal requires knowledge of the changes in the linear properties (52, 54). For femtosecond laser-pulse excitation of semiconductors at fluences above the damage threshold, second-harmonic generation has been observed to vanish on a time scale of about 100 fs following the excitation (33, 36, 55). This behavior supports the conclusion that a deformation of the lattice causes the collapse of the bandgap within a few hundred femtoseconds. In GaAs, the second-order optical susceptibility has been observed to drop to zero even at fluences below the damage threshold, which indicates that there is a range of fluences at which the laser excitation results in a reversible loss of long-range order (54).

Combining the experimental data on the second-order optical susceptibility with that on the linear optical properties provides a self-consistent picture of the effects of the femtosecond laser-pulse excitation on the semiconductor. The excitation of a critical density of electrons from the valence band to the conduction band destabilizes the covalent bonds in the material. The ionic motion resulting from this laser-induced lattice instability leads to a loss of long-range order in the lattice structure, evident in the drop to zero of the second-harmonic signal. The deformation of the

---

2 Although Si has inversion symmetry, second-harmonic generation can still be a useful tool for monitoring long-range order with a proper orientation of the crystallographic axes and probe beam polarization. In this case, second-harmonic generation arises from an order-dependent quadrupole term in the second-order nonlinear polarization (33).
lattice is accompanied by the drop in the average bonding-antibonding splitting seen in the resonance behavior of the dielectric constant.

CONCLUSION

Determining the behavior of the optical properties of semiconductors during laser-induced phase transitions provides a window on the complex interplay between the electronic structure and lattice structure of the material. By exciting a high density of electrons from the valence band to the conduction band, an intense femtosecond laser pulse can destabilize the covalent bonds of the semiconductor. The creation of the required density of free carriers is made possible by the very short time during which the energy is deposited into the electronic system. The deformation of the lattice structure that is driven by the electronic excitation in turn changes the electronic band structure, leading to a drop in the average bonding-antibonding splitting and a transition to metallic behavior.

While much has been learned about laser-induced phase transitions in semiconductors since the discovery of laser annealing, many questions remain to be answered. For example, what are the details of the bandgap collapse? Can we distinguish more clearly the role of electronic screening from that of lattice deformation in modifying the electronic band structure? What does the deformed lattice look like? What are the lattice relaxation dynamics at fluences below the damage threshold? Remaining issues such as these promise to keep this a stimulating field of research.
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