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The photoinduced relaxation dynamics of pyrimidine nucleobases (uracil, thymine, and cytosine) was studied using the surface-hopping approach at the semiempirical OM2/MRCI level of theory. The relevant potential energy surfaces were characterized by performing geometry optimizations of the energy minima of the lowest electronic states and of the most important conical intersections and by computing excitation energies at each configuration. Surface-hopping molecular dynamics simulations were performed to describe the nonadiabatic dynamics after excitation into the optically active state. In each of the molecules, the two lowest excited singlet states are involved in the dynamics, and there are competing relaxation paths. The dynamics is dominated by a two-step relaxation mechanism in uracil and thymine, while the direct decay to the ground state is most important in cytosine. For all three molecules, the simulations yield ultrafast $S_2\rightarrow S_1$ deexcitation within 50 fs and internal conversion to the ground state in less than 1 ps, consistent with recent experimental results from time-resolved photoelectron spectroscopy.

Introduction

The study of the photophysical and photochemical behavior of electronically excited states of nucleic acid bases is fundamental to understanding the resistance of genetic material to UV-induced damage. DNA and RNA bases absorb strongly in the UV range but photoisomerization and subsequent photodegradation are rarely observed since the excess energy is efficiently dissipated through nonradiative decay channels and transferred to the environment. This photostability is extremely important to preserve the genetic information stored in DNA chains.

The pyrimidine bases uracil, thymine, and cytosine are the simplest nucleobases. They have been often used as prototypes to investigate the photostability of DNA and RNA bases. In their electronic spectra, there is a broad absorption band centered at 4–6 eV, assigned to the transition between the ground state (gs) and a $\pi\pi^*$ state. In the same energy range, circular dichroism spectra reveal the presence of a dark excited-state of $n\pi^*$ character. The breadth of the absorption band is often interpreted as indicative of the short lifetime of the $\pi\pi^*$ state. Indeed, recent time-resolved photoelectron spectroscopy studies report for each of the pyrimidine nucleobases a double exponential decay comprised of an ultrafast component with a lifetime below 50 fs and a second component with a lifetime in the subpicosecond regime. The very short decay times suggest that the electronic relaxation proceeds by nonadiabatic dynamics in the singlet manifold, through internal conversion via the corresponding conical intersections.

Several conical intersections between the three lowest singlet states of pyrimidine bases have been located in ab initio and density functional theory (DFT) studies. In uracil and thymine, the $\pi\pi^*$ state and the ground state are connected by a conical intersection characterized by a strong out-of-plane distortion at the C5 atom site (for atom labeling see Figure 1), while a strong out-of-plane distortion at the O4 atom leads to a conical intersection between the $n\pi^*$ and the ground state. In cytosine, there are similar conical intersections. Moreover, all three molecules have a conical intersection connecting the $\pi\pi^*$ state and the $n\pi^*$ state that is characterized by rather small geometrical distortions and lies close to the Franck–Condon region.

On the basis of theoretical calculations and experimental evidence, several possible mechanisms have been proposed for the nonradiative deexcitation of the pyrimidine bases. The existence of a conical intersection between the optically active $\pi\pi^*$ state and the ground state has often been used to suggest that the nonradiative relaxation proceeds through a direct $\pi\pi^*$
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Alternatively, a two-step deexcitation, involving a $\pi\pi^*$ → $n\pi^*$ → gs path, has been proposed by some authors,\textsuperscript{2,3,17,20,24,26,27,30} at least for those systems (i.e., uracil and thymine) where the $\pi\pi^*$ state is higher than the $n\pi^*$ state in the Franck–Condon region. In the case of uracil, the excited-state decay has been interpreted in terms of a direct $\pi\pi^*$ → gs path and a slower indirect $\pi\pi^*$ → $n\pi^*$ → gs path (with trapping in and recrossing from the $n\pi^*$ minimum).\textsuperscript{31} Finally, for high excitation energies, a decay mechanism has been considered that involves Rydberg-type $\pi\sigma^*$ states which cross the $\pi\pi^*$ and the ground-state potential energy surfaces along a hydrogen-detachment reaction coordinate.\textsuperscript{18,37}

Exponentially, the decay times of excited states of pyrimidine bases have recently been measured with high accuracy,\textsuperscript{1,18} but the different decay mechanisms could not be identified precisely. On the other hand, theory can provide detailed information on existing conical intersections and possible decay paths. However, most published theoretical studies either lack a dynamical treatment or only include a few degrees of freedom and therefore have not been able to determine the relative importance of different relaxation pathways and to predict the different decay times. These limitations have been overcome by a recent ab initio multiple spawning (AIMS) study of nonadiabatic dynamics in uracil and thymine\textsuperscript{30,31} that directly simulated their time-resolved photoelectron spectra by computing the total photoionization probability at the CASSCF level; on the basis of 500 fs AIMS simulations, the ultrafast decay of the photoelectron signal was attributed to the relaxation to a true minimum on the $S_2$ potential energy surface and not to electronic quenching as in previous work. It should be noted that the existence of such an $S_2$ minimum has not yet been firmly established since the commonly found CASSCF minimum tends to disappear when applying higher-level ab initio methods or unconstrained optimization.\textsuperscript{17,26,27,34} Further dynamics studies thus appear desirable for a detailed mechanistic understanding of photoinduced nonradiative relaxation in the pyrimidine bases.

In this article, we follow the approach used in our previous work on the nonadiabatic dynamics of adenine\textsuperscript{38} and study the photoinduced relaxation of pyrimidine bases using on-the-fly surface-hopping molecular dynamics simulations. The potential energy surfaces and nonadiabatic coupling vectors are calculated on-the-fly using the OM2 semiempirical Hamiltonian\textsuperscript{39,40} and GUGA multireference configuration interaction (GUGA-CI).\textsuperscript{41} The hopping probabilities are computed using the fewest-switches algorithm.\textsuperscript{42,43} This provides an efficient description of the relaxation dynamics of the pyrimidine bases and allows us to assess the role of different decay mechanisms and to obtain decay times in good agreement with experimental measurements.

### Computational Details

All calculations were performed using the semiempirical MNDO program.\textsuperscript{44} The orthogonalization-corrected OM2 semiempirical Hamiltonian\textsuperscript{39,40} and the GUGA-CI approach\textsuperscript{41} were employed to calculate the required energies, gradients, and nonadiabatic coupling vectors. In GUGA-CI calculations, three reference configurations were used (closed-shell, single, and double HOMO–LUMO excitations), and the active space was chosen to include three occupied $\pi$ orbitals, one occupied $n$ orbital and three unoccupied $\pi^*$ orbitals with eight electrons in seven molecular orbitals. Calculations on uracil and thymine were performed using the open-shell SCF approach, while the closed-shell SCF approach was used for cytosine.

For all molecules, the equilibrium geometries of the ground state and of the lowest excited singlet states were optimized, and the conical intersections connecting these electronic states were located using a Lagrange–Newton method.\textsuperscript{55,46} Excitation energies were calculated at each optimized geometry. Only the two lowest excited singlet states were considered in these calculations, since these are the only ones involved in the relaxation dynamics. It should be noted that excited states of $\pi\sigma^*$ character are excluded in the present study because their Rydberg-type character cannot be correctly described by the semiempirical OM2 approach. However, the contribution of these states to the nonadiabatic dynamics of DNA bases is believed to be important only for either relatively high or low excitation energies.\textsuperscript{47,48} For this reason, they are neglected in the present calculations, which focus on excitations in the middle of the absorption band (see sampling procedure below).

The photoinduced nonadiabatic dynamics was studied by on-the-fly surface-hopping simulations, performed using the recent surface-hopping MNDO implementation.\textsuperscript{49} The initial configurations were sampled by applying the selection criterion described in refs 49 and 50 to a large number of geometries obtained from a preliminary ground-state molecular dynamics simulation. In this way, a reliable sampling of the center of the absorption band is performed.\textsuperscript{38,50} Nuclear degrees of freedom were propagated along classical trajectories for 1.6 ps with a time step of 0.1 fs, using the velocity-Verlet algorithm.\textsuperscript{51} The time evolution of quantum amplitudes along the trajectories was calculated using a unitary propagator and a time step 200 times smaller. The hopping probabilities were computed by the fewest switches algorithm.\textsuperscript{42,43} The adiabatic representation was used in all calculations. Final results were obtained by averaging over 105, 96, and 126 trajectories for uracil, thymine, and cytosine, respectively. Further technical details about the surface hopping calculations are documented in refs 38 and 49.

### Results

In this section, we present the results of calculations on uracil, thymine, and cytosine (see Figure 1 for atom numbering). We report for each molecule the main features of the potential energy surfaces and the nonadiabatic dynamics. Detailed numerical results for the optimized geometries of energy minima and conical intersections and for the excitation energies at these optimized geometries are given in the Supporting Information (Tables S1–S21). The nonadiabatic dynamics can be analyzed in terms of the time-dependent occupations of the adiabatic states that are also shown in the Supporting Information (Figures S1–S3). Decay mechanisms and paths are identified by inspection of the individual surface-hopping trajectories and determination of the electronic character of states involved in the dynamics.

The nonadiabatic dynamics from surface-hopping simulations can be related to the results from time-resolved photoelectron spectroscopy (TRPES) experiments.\textsuperscript{19} A strict comparison of computed decay times with experimental time constants is not possible since our calculations are performed in the adiabatic representation while TRPES provides information about the electronic population of diabatic states.\textsuperscript{45,52,53} However, an approximate comparison is feasible since a well-defined correspondence between adiabatic and diabatic states can be established for most surface-hopping trajectories of the pyrimidine bases.

**Uracil. Potential Energy Surfaces.** Uracil has the simplest geometrical and electronic structure of the molecules investigated in this paper. In agreement with previous experimental\textsuperscript{54} and theoretical\textsuperscript{51,17} findings, the ground-state equilibrium geometry of uracil is planar at the OM2 level. At this geometry the
first excited state (S₁) is the dark nπ* state with a vertical excitation energy of 4.42 eV (see Figure 2). The second electronic state (S₂) with an energy of 4.96 eV is of ππ* character, and because of its large oscillator strength it is responsible for the strong UV absorption of uracil. Computed excitation energies are consistent with experiments where an excitation energy of about 5.1 eV is measured for the ππ* state.

The optimized geometry of the nπ* state is planar at the OM2 level but shows small distortions in high-level calculations. This small deficiency is possibly related to the lack of polarization functions in the OM2 basis set. Except for this small difference the OM2 method yields a good description of the nπ* equilibrium geometry. Going from the ground state to the nπ*-state minimum, the main geometrical changes observed at the OM2 level are the elongation of the C4−O4 and C5−C6 bonds by 0.08 and 0.03 Å, respectively, and the simultaneous shortening of the C4−C5 bond by 0.06 Å. Qualitatively similar (but larger) geometrical changes of 0.14, 0.07, and 0.10 Å are found at the MRCI level. At the optimized geometry of the nπ* state, the ground state is destabilized by 0.40 eV and the nπ* state is stabilized by 0.37 eV, while the energy of the ππ* state remains unchanged (see Figure 2). These trends are compatible with DFT/MRCI results, where the corresponding energy changes are 0.59, −0.65, and −0.27 eV, respectively.

Unconstrained geometry optimization of the S₂ state starting from the ground-state equilibrium structure leads directly to the S₁−S₂ conical intersection connecting the ππ* and the nπ* states (Cl₁₂ conical intersection) in analogy to ab initio studies at the MRCI, CC2, CASSCF(14,10), and MS-CASPT2(12,9) levels. This intersection is located at 4.60 eV, between the vertical excitation energies of the nπ* and ππ* states (see Figure 2). The geometry of the Cl₁₂ conical intersection is planar. Compared with the ground-state geometry, the N3−C4 and C5−C6 bond distances are increased by 0.04 and 0.12 Å, respectively, and the C2−N3, C4−C5, and C6−N1 bond lengths are reduced by 0.03, 0.06, and 0.04 Å, respectively. Comparable geometry changes are obtained in MRCI calculations when planarity is imposed. However, if the planarity constraints are relaxed, the MRCI calculations show that small out-of-plane distortions yield a further stabilization of the Cl₁₂ structure (by 0.35 eV).

**Figure 2.** OM2 optimized structures (energy minima and conical intersections) and corresponding electronic energies (eV) of the low-lying states for uracil.

There are two important S₀−S₁ conical intersections in uracil. A large out-of-plane displacement of the H5 atom characterizes the S₀−S₁ conical intersection at 3.86 eV (Cl₀₁α, see Figure 2) that connects the ground state and the ππ* state. At the Cl₀₁α conical intersection, the C5−H5 bond is almost perpendicular to the ring plane with a dihedral angle δ(H5−C5−C6−C4) = 118°. Both the energy and the structure of this conical intersection are consistent with previous CASPT2 results in which the Cl₀₁α conical intersection is located at 3.9 eV and the dihedral angle δ(H5−C5−C6−C4) is 114°.

A reduction of the S₀−S₁ energy gap is also induced by an out-of-plane displacement of the O4 atom. This distortion leads to a second S₀−S₁ conical intersection (Cl₀₁β) at 4.36 eV, which involves the ground state and the nπ* state (see Figure 2). At the Cl₀₁β conical intersection, the C4−O4 bond is almost perpendicular to the ring; the corresponding dihedral angle δ(C2−N3−C4−O4) is −87°, and the ring is somewhat distorted with a dihedral angle δ(C4−C5−C6−N1) of 24°.

**Nonadiabatic Dynamics.** After vertical excitation into the S₂ state (ππ*), an ultrafast S₂ → S₁ decay takes place. Within 70 fs, the population of the S₂ state is completely transferred to the S₁ state. Afterward, a monotonic rise in the occupation of the S₀ state is observed, which indicates a slow S₁ → S₀ population transfer. After 1.5 ps, more than 90% of the trajectories are in the S₀ state, and the internal conversion is essentially complete.

To elucidate the role of different conical intersections in the nonadiabatic dynamics of uracil and to determine the possible decay paths, a detailed analysis of the individual trajectories is needed. We show a typical uracil surface-hopping trajectory in Figure 3. Starting in the S₂ state, the molecule follows a downhill path and immediately approaches the Cl₁₂ conical intersection, since this conical intersection is located very close to the Franck−Condon region. The strong ππ*/nπ* electronic character mixing at the Cl₁₂ conical intersection induces the hopping from the S₂ to the S₁ state. After the hopping the motion continues on the S₁ potential energy surface, until a S₀−S₁ conical intersection is accessed and internal conversion to the S₀ state occurs. For most trajectories, when the S₁ → S₀ hopping occurs, the molecular geometry is characterized by a strong out-of-plane displacement of the O4 atom, and it can therefore be identified as the Cl₀₁β conical intersection. Since this conical...
intersection connects the nπ* state with the ground state, such trajectories describe a two-step ππ* \rightarrow πn* \rightarrow gs decay.

A small number of trajectories (~15%) follow a different nonadiabatic decay path (see Figure 4). The first part of the dynamics is similar to other trajectories, but after the S2 \rightarrow S1 hopping at the CI_{t01} conical intersection, the system leaves the interaction region with ππ* electronic character. The dynamics then evolves toward the CI_{t01} conical intersection and here the hopping to ground state occurs. Since this conical intersection connects the ππ* state with the ground state, a state with nπ* character is not involved in this case. Therefore, although these trajectories show a two-step decay in the adiabatic representation, they describe in fact a direct ππ* \rightarrow gs decay. This direct ππ* \rightarrow gs decay is normally faster than the two-step ππ* \rightarrow nπ* \rightarrow gs decay, but since only a few trajectories follow this path its contribution to the overall relaxation dynamics of uracil is small.

Fitting the time-dependent occupation of adiabatic states with an exponential model, two time constants are found for the decay of the average occupation of excited states: τ_{S2} = 21 fs and τ_{S1} = 570 fs. The computed decay times compare well with TRPES experiments, which report an ultrafast decay with time constant <50 fs and a second component with decay time 530 fs.18

**Thymine. Potential Energy Surfaces.** The molecular structure of thymine is very similar to that of uracil (Figure 1), and the same applies also to the electronic structure. The OM2 optimized ground-state geometry of thymine is of C_t symmetry. The two lowest excited states are the dark nπ* and the bright ππ* state with energies of 4.54 and 4.90 eV, respectively (see Figure 5). The same ordering of the states is found at the CASPT2 level: 4.39 eV (nπ*) and 4.88 eV (ππ*).5,27

The OM2 calculations also give a planar nπ* minimum-energy structure that differs from the ground-state structure mainly with regard to the C4–O4 and C4–C5 bonds that are elongated by 0.09 and shortened by 0.07 Å, respectively. These geometry changes upon excitation are in good agreement with CASSCF optimizations that yield bond length variations of 0.11 and -0.09 Å.26 At the nπ* geometry, the ground state and the ππ* state are shifted to higher energies by 0.45 and 0.17 eV, respectively, while the nπ* state energy is decreased by 0.39 eV (relative to the ground-state minimum, see Figure 5).

In analogy with uracil, an attempt to optimize the ππ*-state structure directly leads to the S1 \rightarrow S0 conical intersection (CI_{t12}) connecting the ππ* and the nπ* states. The CI_{t12} conical intersection is located at 4.55 eV and has a planar geometry which does not differ much from the ground-state equilibrium geometry, except for some elongation of the C4–O4 and C5–C6 bond lengths (0.02 and 0.09 Å, respectively) and a reduction of the C4–C5 bond length by 0.06 Å. Similar bond length variations are found in CASSCF and CASPT2 calculations, which however also reported out-of-plane deformations.26

We located two S1 \rightarrow S0 conical intersections of thymine, namely the CI_{t01a} conical intersection (connecting the ππ* state and the ground state) and the CI_{t01b} conical intersection (connecting the nπ* state and the ground state). The CI_{t01a} conical intersection is located at 3.74 eV (4.0 eV in CASPT2 calculations).27 In this configuration the CH3 group shows a strong out-of-plane displacement with a characteristic dihedral angle δ(N3–C4–C5–C5′) = 81°; smaller distortions are observed at the H6 and C4 atom sites with dihedral angles δ(C2–N1–C6–H6) = 143° and δ(C4–C5–C6–N1) = 58°. For comparison, the corresponding values of the dihedral angles at the CASSCF level are δ(N3–C4–C5–C5′) = 83°, δ(C2–N1–C6–H6) = 148° and δ(C4–C5–C6–N1) = 50°, respectively.26

At the CI_{t01b} conical intersection, the O4–C4 bond is strongly bent out-of-plane [δ(C2–N3–C4–O4) = -68°], in good agreement with CASSCF findings.26,27 The CI_{t01b} conical intersection is located at 4.07 eV, about 0.3 eV higher than the CI_{t01a} conical intersection.

**Nonadiabatic Dynamics.** In thymine, as in uracil, the nonadiabatic dynamics is characterized by a very fast S2 \rightarrow S1 decay, followed by a slower S1 \rightarrow S0 decay. After photoexcitation into the S2 state, the average occupation of the S2 state rapidly decreases and a complete transfer of population to the S1 state occurs within 50 fs. Thereafter, the average population of the S0 state starts to increase due to S1 \rightarrow S0 hopping, until after 1 ps almost all trajectories are in the S0 state. The decay times of the average occupation of the S2 and S1 states are τ_{S2} = 17 fs and τ_{S1} = 420 fs, respectively. These numbers are compatible with TRPES experiments, where time constants of <50 and 490 fs have been deduced.18

A typical surface-hopping trajectory of thymine is shown in Figure 6. Soon after photoexcitation into the S2 state (ππ*) the CI_{t12} conical-intersection region is reached and hopping to the
The gs decay mechanism is faster than the two-step decay mechanism, but gives only a minor contribution to the nonadiabatic dynamics of thymine.

Thus, the system evolves toward relaxation mechanism is observed (see Figure 7). In these trajectories, the S1 state is mainly ππ* character after hopping. Therefore, the system is driven to the CIt12 conical intersection. When the conical intersection is approached the hopping to the ground state finally occurs. In this case the relaxation dynamics is described by a direct ππ* → gs decay. As in the case of uracil, the direct ππ* → gs decay mechanism is faster than the two-step ππ* → nπ* → gs decay mechanism, but gives only a minor contribution to the nonadiabatic dynamics of thymine.

In a smaller number of trajectories (~18%) a different relaxation mechanism is observed (see Figure 7). In these trajectories the S2 → S1 transition does not induce a change in the character of the electronically excited state, and the molecule retains ππ* character after hopping. Therefore, the system is driven to the CIt01 conical intersection. When the conical intersection is approached the hopping to the ground state finally occurs. In this case the relaxation dynamics is described by a direct ππ* → gs decay. As in the case of uracil, the direct ππ* → gs decay mechanism is faster than the two-step ππ* → nπ* → gs decay mechanism, but gives only a minor contribution to the nonadiabatic dynamics of thymine.

In Figure 6 we display the potential energy surfaces sampled by a typical surface-hopping trajectory of thymine. The energy of the state on which the system is propagated is indicated in bold. The insets show molecular structures at hopping points.

Figure 8. OM2 optimized structures (energy minima and conical intersections) and corresponding electronic energies (eV) of the low-lying states for cytosine.

Cytosine. Potential Energy Surfaces. The optimized ground-state geometry of cytosine is planar. The lowest excited state (S1) is the bright ππ* state, while the dark nπ* state is the second excited state (S2). This is the reverse of the order in uracil and thymine. At the OM2 level, the vertical excitation energies of the two states are 4.30 and 4.68 eV, respectively (see Figure 8). Similar values, 4.50 eV (ππ* ) and 4.88 eV (nπ* ), are found at the CASPT2 level.11,27

The ππ* minimum-energy geometry differs from the equilibrium structure of the ground state mainly in having shorter C2–N3 and C4–C5 bonds (by 0.04 and 0.05 Å, respectively) and longer N3–C4 and C5–C6 bonds (by 0.07 and 0.05 Å, respectively). These changes are in qualitative agreement with those reported in previous ab initio calculations (0.11, 0.10, 0.13, and 0.10 Å, respectively).11,19,27 At the ππ* minimum, the S0–S1 energy gap is 3.65 eV, which is close to the 3.62 eV energy gap found at the CASPT2 level.11,27

Geometry optimization of the second excited state, starting from the ground-state minimum energy structure leads to the S1–S0 (ππ*/nπ*) conical intersection (CIc12) at 4.33 eV. Its geometry is very similar to that of the ground-state minimum and thus lies within the Franck–Condon region.

Two S1–S0 conical intersections were located. The first one (CIc01a) at 3.64 eV connects the ππ* and the ground state. Its geometry is characterized by a pronounced out-of-plane displacement of the H5 atom. The corresponding dihedral angle is δ (N3–C4–C5–H5) = −90°. In addition, ring deformations are observed, with dihedral angles δ(H6–C6–N1–C2) = 126° and δ(C4–C5–C6–N1) = −61°. A similar structure has been found at the CASSCF level with an energy of 3.6 eV (CASPT2) and dihedral angles δ(N3–C4–C5–H5) = −90°, δ(H6–C6–N1–C2) = −133° and δ(C4–C5–C6–N1) = −50°.27

The second S1–S0 conical intersection (CIc01β) is located at 4.34 eV. Its energy is 0.37 eV higher than that of the ππ* state at its minimum (0.43 eV at CASPT2 level)11,27 and 0.04 eV higher than the energy of the ππ* state at the ground-state minimum. At this intersection, the C4–N4 bond is almost perpendicular to the ring, as indicated by the dihedral angle δ(N4–C4–C5–C6) = −97°. There is also some displacement of the N3 atom, with the dihedral angle δ(C2–N3–C4–C5) = −62°. An S1–S0 conical intersection of this kind has also been found in CASSCF,10,11,27 MRCI,29 and DFT/MRCI19 calculations, but there is no consensus on the electronic character of the electronic states involved; it has been described either as a nπ*/
gs conical intersection\textsuperscript{10,11,27} or as a $\pi\pi^*/\text{gs}$ conical intersection associated with a so-called “sofa” distortion.\textsuperscript{29} In the present work, it is of $\pi\pi^*/\text{gs}$ type, but this turns out to be less relevant for our purposes since this intersection plays no role in our surface-hopping simulations of cytosine, presumably because of its high energy.

**Nonadiabatic Dynamics.** Unlike uracil and thymine, the optically active state of cytosine is the first excited state ($S_1$). Accordingly, all surface-hopping trajectories should start in the $S_1$ state. In this case only two electronic states are involved in the nonadiabatic dynamics and throughout the whole simulation the $S_2$ state remains unpopulated. The dynamics follows a direct $S_1 \rightarrow S_0$ ($\pi\pi^* \rightarrow \text{gs}$) decay path with a time constant of 350 fs. The hopping occurs at geometries characterized by a strong out-of-plane displacement of the H5 atom, indicating that the CI$_{\text{a0a}}$ conical intersection is involved (see Figure 9).

The above description of the nonadiabatic dynamics of cytosine is however incomplete, since it neglects the role of the $S_2$ ($\pi\pi^*$) state and cannot give any explanation for the ultrashort component observed in the TRPES spectra.\textsuperscript{18} In fact, a proper treatment of the initial conditions of surface-hopping dynamics in cytosine needs to take into account that in the Franck–Condon region the $S_1$-$S_2$ energy gap is small. Hence, in many configurations in the vicinity of the ground-state minimum, the lowest two excited states are strongly mixed. Consequently, the vertical absorption of a photon during ground-state motion will induce transitions to both excited states, and trajectories starting in the $S_2$ state must be considered as well. A typical trajectory starting in the $S_2$ state is shown in Figure 10. In this case an ultrafast $S_2 \rightarrow S_1$ decay is observed with a time constant of 40 fs. After this, the dynamics follows a similar path as described above, and the internal conversion proceeds through a $S_1 \rightarrow S_0$ decay with a time constant of 513 fs.

The computed decay times of 40 fs ($S_2 \rightarrow S_1$) and 370 fs ($S_1 \rightarrow S_0$, average over both paths) compare reasonably well with the experimental observed time constants of <50 and 820 fs,\textsuperscript{18} respectively, but the agreement is not as good as for uracil and thymine.

**Discussion**

We first address common features as well as differences that emerge from the present study of the three pyrimidine nucleobases. In each of these molecules the nonadiabatic dynamics following photoexcitation involves the three lowest singlet states which are connected by several conical intersections. The $S_1$-$S_2$ conical intersection is characterized by very small distortions and is located in close proximity to the Franck–Condon region. It is thus rapidly accessible after photoexcitation which gives rise to an ultrafast decay of the occupation of the $S_2$ state in all three molecules.

The excited states are connected to the ground state by at least two conical intersections. The first one (CI$_{\text{a0a}}$) is strongly distorted at the C5 atom, with the C5–R bond (where R = H5 for uracil and cytosine and R = C5 for thymine) almost perpendicular to the ring. It links the $\pi\pi^*$ state to the ground state. The second conical intersection (CI$_{\text{b1b}}$) is characterized by a large out-of-plane distortion at the C4 atom, with the C4–R bond (where R = O4 for uracil and thymine and R = N4 for cytosine) almost perpendicular to the ring. It connects the ground state with the $\pi\pi^*$ state in uracil and thymine and with the $\pi\pi^*$ state in cytosine. The CI$_{\text{b1b}}$ conical intersection is the most important one for the internal conversion to the ground state in uracil and thymine, while it plays no role in the nonadiabatic dynamics of cytosine. The CI$_{\text{a0a}}$ conical intersection is essential for the nonradiative relaxation of cytosine and plays a secondary role in the internal conversion of uracil and thymine.

The main difference between uracil and thymine on one hand and cytosine on the other hand is the ordering of the two lowest excited states at the ground-state equilibrium geometry, where the bright $\pi\pi^*$ state is the second excited state in uracil and thymine, but the first one in cytosine. This different state ordering influences the starting occupation of adiabatic states used in the surface-hopping simulations. Furthermore, in cytosine there is a strong electronic mixing between the $\pi\pi^*$ and $\pi\pi^*$ states in configurations very close to the ground-state minimum because of the small $S_2$-$S_1$ energy gap. The $\pi\pi^*$ state has an energy minimum in cytosine, but not in uracil and thymine, consistent with the experimentally observed sharp vibronic spectra in cytosine as opposed to the broad spectra in uracil and thymine.\textsuperscript{8}

Photoexcitation of uracil and thymine populates the bright $S_1$ ($\pi\pi^*$) state. In the adiabatic representation, the nonradiative relaxation then proceeds by a $S_2 \rightarrow S_1 \rightarrow S_0$ mechanism with an ultrafast $S_2 \rightarrow S_1$ transition followed by a slower $S_1 \rightarrow S_0$
transition. In most trajectories (∼85%) the $S_1 \rightarrow S_0$ transition occurs in the proximity of the Cl01f conical intersection, therefore the dominant decay mechanism can be regarded as a two-step $\pi\pi^* \rightarrow n\pi^* \rightarrow gs$ process. Only a small contribution comes from trajectories passing through the Cl01a conical intersection in a fast direct $\pi\pi^* \rightarrow gs$ decay. On the other hand, for cytosine it is necessary to consider trajectories starting both in the $S_1 (\pi\pi^*)$ state and in the $S_2 (n\pi^*)$ state, because of the electronic mixing of these states in the Franck–Condon region. Trajectories starting in the $S_1$ state are dominant. They follow a direct $S_1 \rightarrow S_0$ path, while those starting in the $S_2$ state show instead a two-step $S_2 \rightarrow S_1 \rightarrow S_0$ decay with an ultrafast $S_2 \rightarrow S_1$ transition followed by a slower $S_1 \rightarrow S_0$ transition.

We now turn to a comparison with the results from TRPES experiments which report a double exponential decay having an ultrafast component with a lifetime of <50 fs in each molecule and a second subpicosecond component with lifetimes of 530, 490, and 820 fs in uracil, thymine, and cytosine, respectively.\textsuperscript{18} The geometries explored in our surface-hopping trajectories are such that ionization by the probe pulse used experimentally (6.2 eV) is generally possible for both the $S_1$ and $S_2$ state, that is, the corresponding cations are energetically accessible by one-photon ionization. Assuming the same photoinitiation cross section for both states, we can relate the time-dependent average populations of these states (see Figures S1–S3 of the Supporting Information) to the experimentally deduced decay times.\textsuperscript{18} Fitting our data for uracil, thymine, and cytosine with an exponential model\textsuperscript{18} yields time constants of 21, 17, and 40 fs for the ultrafast $S_2 \rightarrow S_1$ decay and 570, 420, and 370 fs for the slower $S_1 \rightarrow S_0$ transition, respectively, which are reasonably close to the experimentally deduced values (see above). The largest discrepancy is found for the second component in cytosine (370 versus 820 fs). In this case, the overall time constant for the $S_1 \rightarrow S_0$ decay is determined by the relative number of trajectories starting in the $S_1$ and $S_2$ states and by the computed decay times for the two pathways (350 and 513 fs, respectively). The average calculated decay time of 370 ps would increase if more trajectories were starting from the $S_2$ state (i.e., if the $S_2$-$S_1$ energy gap were smaller), but it would even then remain below the experimental value of 820 fs. In any event, considering all the approximation made, the overall agreement between the theoretical and experimental results is better than we would have expected.

As mentioned in the introduction, there is a recent AIMS study of excited-state dynamics in uracil and thymine\textsuperscript{30,31} that arrives at a qualitatively different mechanistic picture, which is distinct from the one in our present surface-hopping calculations and also from proposals that are based on static ab initio calculations.\textsuperscript{17,21,26,27,34} This AIMS study attributes the ultrafast decay of the photoelectron signal in TRPES experiments\textsuperscript{18} not to electronic quenching, but to relaxation within the $S_2$ state toward structures that can no longer be ionized by the probe pulse (6.2 eV). The 500 fs AIMS simulations explore the motion on the $S_2$ surface toward and around a true minimum with biradical character without reaching a conical intersection that would allow for surface crossing. The AIMS dynamics has been done at the SA-3-CASSCF(8,6)/6-31G* level with additional static calculations at the SA-5-MS-CASPT2(8,7)/6-31G* level that support the existence of the $S_1$ minimum and rationalize the outcome of the AIMS simulations in terms of suitable relaxation paths. The existence and dynamic accessibility of the $S_2$ minimum is obviously of crucial importance for the reported AIMS dynamics. We note that there is no consensus on this issue in the literature,\textsuperscript{17,26,27,34} and hence there is a need for further high-level calculations to settle this point. As pointed out before,\textsuperscript{31} it should also be possible to discriminate experimentally between the relaxation mechanism suggested in the AIMS study and the quenching mechanism found in the present surface-hopping study, by using probe pulses of higher energy: this should affect the experimental results strongly only if the relaxation mechanism operates (not in the case of electronic quenching). We hope that the conflicting theoretical results discussed above will trigger such experimental work.

Finally, we address the accuracy of excited-state nonadiabatic dynamics. It is evident that such calculations are challenging and require compromises between computational effort and accuracy. None of the presently feasible approaches is accurate enough to provide definitive results for medium-size molecules. Ab initio CASCCF dynamics calculations are often still restricted to rather short simulation times, and they suffer from the neglect of dynamic correlation which may affect different states to different extent and may thus lead to an unbalanced treatment. Semiempirical dynamics calculations with the currently chosen OM2/MRCI surface-hopping approach are much more efficient and allow the computation of many long trajectories, but being semiempirical their intrinsic accuracy is limited and must always be validated carefully against high-level ab initio results, for example, from CASPT2 calculations.\textsuperscript{27,34,55} If this can be done successfully, OM2/MRCI nonadiabatic dynamics may offer mechanistic insights that are not obvious from static calculations.

In the case of the three pyrimidine bases, we have shown (see Results) that OM2/MRCI reproduces the optimized geometries and relative energies from ab initio calculations reasonably well, both for excited-state minima and conical intersections. Taking uracil as an example, recent CASPT2 calculations\textsuperscript{27} place the bright $S_1 (\pi\pi^*)$ state at 5.02 eV after vertical excitation and document a barrierless downhill path from the Franck–Condon geometry to the Cl01a conical intersection with the ground state at 3.9 eV; this relaxation path is viewed as the origin of the ultrafast initial deactivation.\textsuperscript{27} Similarly, OM2/MRCI gives a barrierless downhill path from the Franck–Condon geometry of the $S_2 (\pi\pi^*)$ state at 4.96 eV to the analogous conical intersection at 3.86 eV. However, the OM2/MRCI surface-hopping simulations favor a stepwise relaxation with an ultrafast $S_2 \rightarrow S_1$ transition followed by a slower $S_1 \rightarrow S_0$ transition and not the direct decay expected from static calculations,\textsuperscript{27} because the nonadiabatic coupling of the $S_2 (\pi\pi^*)$ state to the nearby $S_1 (n\pi^*)$ state is strong enough to prefer the stepwise over the direct electronic deexcitation (85% versus 15% of the trajectories). In this case the explicit consideration of dynamics thus modifies and refines the static view of the relaxation mechanism.

Conclusions

The electronic structure and nonadiabatic dynamics of the three pyrimidine nucleobases, uracil, thymine, and cytosine, have been studied using the semiempirical OM2 method with GUGA configuration interaction.

The potential energy surfaces of the ground state and the two lowest singlet excited states of these molecules have been characterized by locating the relevant energy minima and conical intersections and by computing excitation energies at the optimized geometries. The computed structures are generally rather similar, in particular also for the different types of conical intersections. Uracil and thymine have analogous energy spectra, with the $n\pi^*$ state below the $\pi\pi^*$ state, whereas cytosine has the opposite state order and also a different electronic character of the Cl01f conical intersection.
According to the OM2-GUGACI surface-hopping molecular dynamics calculations, the relaxation dynamics of uracil and thymine follows a $S_2 \rightarrow S_1 \rightarrow S_0$ mechanism with a dominant two-step $\pi^* \rightarrow \pi^* \rightarrow \pi^*$ decay and a small contribution from a direct $\pi\tau^*$ \rightarrow $\pi^*$ decay. In cytosine, the direct $S_1 \rightarrow S_0$ pathway is most important with a smaller contribution from trajectories representing an $S_2 \rightarrow S_1 \rightarrow S_0$ pathway, so that the overall $S_1 \rightarrow S_0$ decay time is obtained as a weighted average of these two processes. In all three molecules, both lowest excited singlet states are important for the nonadiabatic dynamics.

The OM2-GUGACI potential surfaces for the three pyrimidine bases are in reasonable agreement with the available data from published static ab initio studies. The present results of the surface-hopping calculations compare well with the decay times deduced from time-resolved photoelectron spectroscopy, especially for uracil and thymine. In the case of cytosine, the decay time of the $S_1$ state is underestimated by a factor of about 2 relative to the TRPES measurement.

In an overall assessment, the OM2-GUGACI method appears to provide a reasonable description of the photoinduced nonradiative relaxation of the pyrimidine bases uracil, thymine, and cytosine, as well as in the case of adenine studied previously. In the radiative relaxation of the pyrimidine bases uracil, thymine, and cytosine, as well as in the case of adenine studied previously.
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