Ab Initio Molecular Dynamics and Time-Resolved Photoelectron Spectroscopy of Electronically Excited Uracil and Thymine
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The reaction dynamics of excited electronic states in nucleic acid bases is a key process in DNA photodamage. Recent ultrafast spectroscopy experiments have shown multicomponent decays of excited uracil and thymine, tentatively assigned to nonadiabatic transitions involving multiple electronic states. Using both quantum chemistry and first principles quantum molecular dynamics methods we show that a true minimum on the bright S₂ electronic state is responsible for the first step that occurs on a femtosecond time scale. Thus the observed femtosecond decay does not correspond to surface crossing as previously thought. We suggest that subsequent barrier crossing to the minimal energy S₂/S₁ conical intersection is responsible for the picosecond decay.

Introduction

Because of its importance to the mechanisms underlying photodamage in DNA, the electronic structure and dynamics of electronically excited nucleic acid bases have been a subject of keen theoretical and experimental interest, in both isolated molecules and condensed phases.¹⁻¹² Ultrafast pump–probe photoionization experiments on isolated nucleic acid bases have established a multieponential decay with components in the femtosecond,¹¹⁻¹³ picosecond,¹³,¹⁴ and nanosecond¹⁵ ranges. However, the molecular origin of the time scales remains unknown. Many authors have previously suggested¹⁻¹³ that the shortest of these lifetimes corresponds to decay from the initially excited (S₂, π → π*) state to a lower (S₁, n → π*) electronic state. Ostensibly minor perturbations can have a large effect on the observed lifetimes—for example, thymine and uracil differ by only a methyl group, but the picosecond component of the lifetime has been previously reported to differ by almost a factor of 3 for these molecules—6.4 and 2.4 ps for thymine and uracil, respectively.¹⁴ Experimental and theoretical studies on cytosine, the other pyrimidine base, have suggested the involvement of multiple electronic states, starting from an S₁, π → π* state and involving one or more n → π* or biradical states.⁴,¹⁶⁻¹⁸ Direct simulation of the excited-state dynamics could provide important insights into the detailed electronic relaxation mechanism and the molecular origin of the observed lifetime variations. We report on such simulations for the isolated pyrimidine bases uracil (U) and thymine (T) here, using the ab initio multiple spawning (AIMS) method. The AIMS simulations show that the femtosecond decay time corresponds to relaxation from the Franck–Condon region into a well-defined minimum on S₂. Thus, the ultrafast femtosecond relaxation does not correspond to nonadiabatic transitions from S₂ to S₁. However, in agreement with previous workers, we do find a low-lying S₂/S₁ conical intersection, separated by an intervening barrier from an S₂ minimum. Thus, we suggest that the picosecond component of the lifetime may correspond to electronic relaxation from S₂ to S₁ through this conical intersection. To support our picture, we use AIMS to predict ultrafast time-resolved photoelectron spectroscopy (TRPES) results where the probe pulse photoionizes the excited-state molecules. TRPES experiments¹⁹,²⁰ consist of a pump pulse that electronically excites the molecule, followed by a probe pulse that can induce photoionization via a single-photon transition. The resulting ejected electrons are energy-resolved, providing a two-dimensional spectrum depicting the yield of photoelectrons with given kinetic energy for each pump–probe time delay. We compare the AIMS predictions directly to experimental TRPES results, with excellent agreement for both uracil and thymine. This agreement serves to corroborate the detailed molecular mechanism predicted by AIMS for these molecules and suggests that AIMS simulations will play an important role in the interpretation of future TRPES experiments.

Theory

The AIMS method solves the electronic and nuclear Schrödinger equations simultaneously, including all molecular degrees of freedom.²¹,²² The total wave function in AIMS is expanded in a time-dependent basis set of phase-space-localized frozen Gaussians as

$$\psi(R,r,t) = \sum_{I} \sum_{I'} e^{i[I(t)]} \chi_{i}(R) \tilde{R}_{I}^{2} \tilde{P}_{i}^{2} \gamma_{I'} \phi_{I}(r;R)$$  

(1)

where \(I\) labels electronic states, e.g., S₂; \(N_{I}(t)\) is the number of nuclear basis functions associated with the \(I\)th electronic state at time \(t\), and \(r\) and \(R\) label electronic and nuclear coordinates, respectively. The nuclear basis set increases adaptively during
the simulation to allow for nonadiabatic effects, and the nuclear Schrödinger equation is solved in this basis to determine the time evolution of the electronic population. Because of this adaptive expansion, i.e., “spawning,” $N(t)$ in eq 1 will in general increase with time. The nuclear basis functions $\chi_j^l(R; R_i^f, P_i^f, \gamma_j^l)$ are multidimensional products of complex Gaussians and parametrized by their average positions and momenta, $R_i^f$ and $P_i^f$ as well as a semiclassical phase factor $\gamma_j^l$. The average positions and momenta evolve according to Hamilton’s equations, and the semiclassical phase factor evolves as the time integral of the classical Lagrangian. The electronic basis functions $\phi_j(r; R)$ are defined as solutions of the electronic Schrödinger equation in the adiabatic representation at the nuclear geometry given by $R$. The complex coefficients $c_j^l(t)$ evolve according to the time-dependent nuclear Schrödinger equation in the time-evolving basis set, i.e.,

$$\sum_{lk} c_{lk}^l c_{lk}^* = -i \sum_{lk} (H_{lk}^l - \delta_{lk}^l \gamma_j^l) c_{lk}^l$$

is solved simultaneously with the equations of motion for $R_i^f$, $P_i^f$, and $\gamma_j^l$. The overlap, right-acting time derivative, and Hamiltonian matrix elements have been used in eq 2

$$S_{lk}^j = \langle \chi_j^l | \phi_k^j \rangle \langle \phi_k^j | \frac{\partial}{\partial R} \phi_j^l \rangle \delta_{lk}^j$$

$$\tilde{S}_{lk}^j = \left( \chi_j^l | \frac{\partial}{\partial R} \phi_k^j \right) \delta_{lk}^j$$

$$H_{lk}^j = \chi_j^l \psi_l^j$$

where $\hat{H}$ is the full molecular Hamiltonian operator including the nuclear kinetic energy and the electronic potential energy surfaces (PES’s) and nonadiabatic coupling terms (NACs). The electronic Schrödinger equation is solved simultaneously with the nuclear dynamics to obtain the PES’s and NACs. The electronic states are taken to be orthonormal as indicated in eq 3. The saddle point approximation is used to compute the potential part of the Hamiltonian matrix elements, which requires evaluation of the PES’s and NACs at intermediate geometries for each unique pair of trajectory basis functions. Complete details of the AIMS method can be found in the literature, and its applicability to photoinduced isomerization and excited-state proton transfer has been demonstrated.

In this work, the simulation results are directly compared to femtosecond pump–probe TRPES experiments. In the TRPES experiments, the energy of the emitted electrons is directly measured. Consequently, higher-order multiphoton processes would unavoidably be observed if present. The experiments have been performed under conditions where multiphoton ionization is negligible, simplifying both the experimental interpretation and the theoretical modeling. In the present work, we compare only to the photoelectron yield, obtained by integrating the TRPES spectrum over all possible kinetic energies of the ejected electrons.

In principle, a complete calculation of photoelectron yield requires consideration of the continuum of final states for the free electron and calculation of boundary-free transition dipole matrix elements. A number of approaches have been presented for calculating time-resolved photoelectron spectra and applied in cases where analytic potential energy functions were available. Although direct application of these approaches is possible within the context of AIMS (because full electronic and nuclear wave functions are available), we employ a simplified approach here, exploiting the analogy to classical mechanics suggested by the evolution of the nuclear basis functions.

Consider a single localized nuclear basis function on the $l$th electronic state centered at $\bar{R}(t)$ and a probe pulse applied at time $t$ with carrier frequency $\hbar \omega_{\text{probe}}$. We assume that the electron ejection event is ultrafast. Therefore, we assume that the transition is fully vertical in what follows; i.e., the nuclear wave functions of the initial and final states are identical. The electronic wave functions of the photodetached states are defined as $|\phi_\eta \phi_n\rangle$, where $\alpha$ labels the adiabatic electronic state of the cation and $\eta$ is a composite index containing the quantum numbers of the scattering orbital describing the ejected electron. Within the electric dipole approximation, the instantaneous single-photon-induced ionization rate at time $t$ into final states corresponding to the $\eta$th cation core is given by

$$P_{T-\omega}(t) \propto \sum_\eta P_{T-\omega \eta}(t)$$

and

$$P_{T-\omega \eta}(t) \approx \left| \langle \phi_\eta | \vec{C} \cdot \mu | \phi_\eta \phi_n \rangle \right|^2 \delta(\hbar \omega_{\text{probe}} + V_\eta(\bar{R}(t)) - V_\eta(\bar{R}(t)) - \epsilon(\eta))$$

where $\vec{C}$ is the polarization vector of the light, $\mu$ is the electronic dipole operator, $V_\eta$ and $V_\eta$ are the adiabatic electronic PES’s of the neutral and cationic states, and $\epsilon$ is the kinetic energy of the ejected electron corresponding to $\phi_\eta$. The transition dipole matrix element can be expressed in a second quantized form as

$$\langle \phi_\eta | \vec{C} \cdot \mu | \phi_\eta \phi_n \rangle^2 = \sum_a \sum_b \langle \phi_\eta | a^\dagger \phi_\eta \rangle \langle \phi_\eta | b^\dagger \phi_\eta \rangle \vec{C} \cdot \mu_{ab}$$

$$= \sum_p \langle \phi_\eta | a^\dagger \phi_\eta \rangle \vec{C} \cdot \mu_{pq} \rangle^2$$

where $a$ and $b$ label orbital indices obeying either bound or scattering boundary conditions and $p$ labels only bound orbitals. Since we are not presently interested in the detailed angular distribution of the ejected electrons, we replace the unknown bound-free matrix elements $\mu_{pq}$ with an average value, $f_\eta$

$$\langle \phi_\eta | \vec{C} \cdot \mu | \phi_\eta \phi_n \rangle^2 \approx \sum_p \langle \phi_\eta | a^\dagger \phi_\eta \rangle \vec{C} \cdot \mu_{pq} \rangle^2 f_\eta$$

$$f_\eta = \left| \langle \phi_\eta \phi_n | \vec{C} \cdot \mu \phi_n \rangle \right|^2$$

This separates the transition matrix element into one term that discriminates between different electronic cation final states and a second term that is dominated by the kinetic energy of the ejected electron. The first term is directly related to the “corresponding” and “complementary” ionization correlations, which can be very helpful in disentangling electronic and vibrational dynamics in TRPES experiments. Summing over final states with equivalent kinetic energy $\epsilon$ of the departing electron and assuming that the average transition dipole moment $f_\eta$ depends only on $\epsilon$ yields

$$P_{T-\omega \eta}(\epsilon, t) \approx \sum_p \langle \phi_\eta | a^\dagger \phi_\eta \rangle \vec{C} \cdot \mu | \phi_\eta \phi_n \rangle \rho(\epsilon) \delta(\hbar \omega_{\text{probe}} - IP_{\text{fa}}(\bar{R}) - \epsilon)$$

where $\rho(\epsilon)$ is the density of scattering states and $IP_{\text{fa}}$ is the vertical ionization potential from the $l$th electronic state of the
neutral to the eth electronic state of the cation. Experimentally, it is often observed that the photoionization cross-section is only weakly dependent on the kinetic energy of the departing electron, at least for relatively low energies. This is because the density of scattering states is an increasing function of $\epsilon$ while $f(\epsilon)$ decreases with increasing $\epsilon$. This is theoretically modeled by treating the product $f(\epsilon)p(\epsilon)$ as a constant for all electron kinetic energies leading to

$$P_{\text{ion}}(\epsilon, t) = \sum_p \langle \phi_p | a_p^\dagger | \phi_0 \rangle^2 \delta(\hbar \omega_{\text{probe}} - \text{IP}_0(R) - \epsilon) \tag{9}$$

The first term in eq 9 is referred to as the “electronic factor” in what follows, and it provides a measure of the degree to which the neutral electronic state is compatible with a given cation core for a single photon transition. The electronic factor is closely related to the Dyson orbitals that have been used previously to analyze photoelectron spectra. We generalize eq 9 for the case where the AIMS wave function is composed of many different nuclear/electronic basis functions by incoherently averaging over the basis functions

$$P_{\text{ion}}(\epsilon, t) = \sum_p n_p(t) \sum_p \langle \phi_p | a_p^\dagger | \phi_0 \rangle^2 \delta(\hbar \omega_{\text{probe}} - \text{IP}_0(R)^I - \epsilon) \tag{10}$$

where $n_p(t)$ represents the Löwdin population in the corresponding nuclear/electronic basis function. Finally, the photoionization probability is given as a sum over all possible cation cores and an integral over all possible electronic kinetic energies

$$P_{\text{ion}}(t) = \sum \alpha w_\alpha \int_0^\infty P_{\text{ion}}(\epsilon, t) \, d\epsilon \tag{11}$$

where $w_\alpha$ is a weighting factor that can in principle be fit to compensate for some of the averaging that has been done in eqs 7 and 9. In the present work we make no attempt to fit these weighting factors, and they are all set to unity.

In many cases, the electronic wave function used in the AIMS dynamics will not be sufficiently flexible to calculate accurate ionization potentials. For example, the vertical excitation energies obtained in a state-averaged complete active space self-consistent field (SA-CASSCF) treatment are often too large because dynamic electron correlation effects are neglected. Since the ionization potential itself is usually more accurate than the excitation energies, this implies that ionization potentials from excited electronic states will be too low. Another potential issue is that the electronic structure requirements for the cationic states may be different from those for the neutral ground and excited states. For example, an active space that is large enough to describe the neutral may not be large enough to describe the important electronic states of the cation. The results can thus be considerably improved (1) by using more sophisticated excited-state electronic structure methods to calculate the ionization potentials along the centers of the trajectory basis functions determined in AIMS and (2) by introducing a constant shift of the computed ionization potential. We have found second-order multireference perturbation theory (CASPT2) to be a good choice for computing ionization potentials—this includes both multireference (static correlation) and dynamical electron correlation effects. A constant shift is determined by computing the ionization potential at the Franck–Condon point and comparing it to the experimentally determined value. This correction is incorporated by replacing IP$_0$ in eq 10 with IP$_0 - \Delta$, where

$$\Delta = V_{\text{D0}}^{\text{CASPT2}}(R_{\text{FC}}) - V_{\text{S2}}^{\text{CASPT2}}(R_{\text{FC}}) - \text{IP}_{\text{vertical,expt}} + \Delta E_{\text{vertical,expt}} \tag{12}$$

and $R_{\text{FC}}$ is the Franck–Condon point. This ensures that the predicted kinetic energy of electrons ejected immediately after photoexcitation to S$_2$ (i.e., when the pump–probe time delay is zero) is in coincidence with the experimental value.

The procedure as described so far models the photoionization pulse as an instantaneous interaction between the molecule and the radiation field. Furthermore, the AIMS method, as used in this paper, models the excitation as an instantaneous process also. In a realistic experiment, the pump and probe pulses are both of finite time duration, and it is important to incorporate this in the modeling procedure. We convolute the signal predicted by instantaneous excitation and ionization according to the known pump and probe pulse durations in the TRPES experiment. Thus, given transform-limited pulses with the envelope function

$$f_{\text{pump}}(t) = \frac{1}{\sigma_{\text{pump}} \sqrt{2\pi}} e^{-(t - \tau_{\text{pump}})^2/2\sigma_{\text{pump}}^2} \tag{13}$$

the convoluted signal is calculated from eq 11 as

$$f_{\text{convolved}}(t') = \frac{1}{\sigma_{\text{pp}} \sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-t'^2/2\sigma_{\text{pp}}^2} f_{\text{ion}}(t' - t) \, dt \tag{14}$$

where $\sigma_{\text{pp}} = \sqrt{\sigma_{\text{pump}}^2 + \sigma_{\text{probe}}^2}$. Results

In our AIMS simulations of uracil and thymine, the electronic Schrödinger equation is solved using SA-CASSCF with eight electrons in six orbitals, i.e., SA-3-CAS(8/6). The 6-31G* basis set was used in all calculations. Results are averaged over 12 simulations where initial positions and momenta are randomly selected from a harmonic ($\nu = 0$) Wigner distribution constructed from the SA-3-CAS(8/6) S$_0$ frequencies at the MP2-optimized Franck–Condon point. The lowest excited electronic state S$_1$ ($n \rightarrow \pi^*$) in both thymine and uracil is optically dark, and thus the dynamics begin on the bright S$_2$ ($\pi \rightarrow \pi^*$) state. We followed the dynamics for 500 fs. All calculations are carried out in the full dimensionality of the molecules.

Previous work has established that an S$_1$/S$_2$ minimal energy conical intersection (MECI) lies below the FC point in uracil and thymine. It has been suggested that quenching through this MECI might be responsible for the experimentally observed broad and structureless absorption spectrum of isolated uracil and thymine. Thus, we were surprised to find very little (<10%) quenching to S$_1$ within the first 500 fs of dynamics for both uracil and thymine, as shown in Figure 1. While some quenching to S$_1$ is observed, this only occurs for very few of the trajectory basis functions. However, as shown in Figure 2, there is rapid structural relaxation after photoexcitation to S$_2$, consisting of lengthening of the C$_2$–C$_6$ bond, pyramidalization around C$_6$, and lengthening of the C$_1$–C$_4$ bond. (The numbering of atoms used is given in the inset to Figure 2.) This rapid relaxation out of the FC region on the excited state may be responsible for the observed broad absorption spectrum.

However, a femtosecond decay component has also been observed for both thymine and uracil in pump–probe experi-
ments. As mentioned in the Introduction, this has been ascribed to nonradiative transitions, at variance with the AIMS results shown in Figure 1. To verify the picture produced by AIMS, namely, that neither uracil nor thymine undergo significant surface crossing within the first 500 fs, we calculate the photoelectron yield predicted by AIMS and compare directly to results from TRPES spectra. As discussed above, the TRPES experiment measures energy-resolved photoelectron yield as a function of pump–probe time delay. Here, we focus on the total photoelectron yield, leaving comparisons of the full TRPES spectrum to future work. Our calculations of the photoelectron yield follow eqs 10-12. The CASPT2 method with an enlarged active space was used to calculate the ionization potentials required in eq 10. Specifically, we use SA-3-CAS-(10/7)-PT2 for the neutral molecule and SA-3-CAS(9/7)-PT2 for the cation. The shift of the ionization potentials, $\Delta$, in eq 12, is set to $-0.1$ eV (for both thymine and uracil), which ensures that the threshold probe wavelength that can induce photoionization immediately after a vertical transition to $S_2$ matches that predicted from the experimental absorption maxima (5.1 and 4.8 eV for uracil and thymine, respectively) and vertical ionization potentials (9.6 and 9.2 eV in uracil and thymine).

Figure 1. Population on $S_2 (\pi\pi^*)$ after photoexcitation for uracil (left panel) and thymine (right panel). For each molecule, the gray lines show the $S_2$ population for each of the 12 initial conditions, and the black lines show the average over all initial conditions. Very few nonadiabatic events are observed, and the total population on $S_2$ remains close to unity for the time period shown for both molecules. Molecular geometries near the few observed quenching events are shown, and these involve significant distortions from planarity. In this respect, the quenching geometries are similar to the minimal energy $S_2/S_1$ conical intersection shown in the insets. (Three perspectives of the MECI geometry are shown for uracil and thymine.)

Figure 2. Average $C_5$–$C_6$ bond length in uracil (left panel) and thymine (right panel) after $\pi \rightarrow \pi^*$ ($S_2$) photoexcitation as calculated with AIMS dynamics. This bond length changes dramatically in the first 20 fs and is the bond length that changes most during the first 500 fs of dynamics on $S_2$. The $C_5$–$C_6$ bond stretches on the excited state from its ground-state double-bond configuration to an elongated single bond in the first 10 fs and then relaxes to the single-bond configuration corresponding to the minimum on $S_2$. This minimum is also characterized by the H atom attached to $C_6$ bending out of plane, corresponding to a change in the hybridization of $C_6$ from planar $sp^2$ to tetrahedral $sp^3$ and the lengthening of the $C_4$–$O_4$ bond. This rapid relaxation out of the Franck–Condon region on the excited state may contribute to the observed broadening of the absorption spectrum.
The observed relaxation on $S_2$ without significant internal conversion to $S_1$ suggests the presence of a well-defined minimum on $S_2$. Thus, we searched for an $S_2$ minimum using the SA-3-CAS(8/6) wave function and starting from geometries in the dynamics at later times (>300 fs). Such a minimum was indeed located and has been overlooked in previous studies of uracil. Recently, Perun et al. found a similar $S_2$ minimum in thymine. The $S_2$ minimum geometry that we located involves significant out-of-plane distortion of the hydrogen atom attached to $C_6$, as shown in Figure 4. To ensure that this $S_2$ minimum is not an artifact of the electronic structure method used, we have further optimized it using multireference perturbation theory with multistate corrections (MS-CASPT2), as implemented in MOLCAS. The active space and state-averaging in these CASPT2 calculations was enlarged, SA-5-CAS(8/7)-MSPT2, to ensure balanced treatment of the four lowest-lying excited states (two are $\pi\pi^*$ and two are $\pi\sigma^*$), as discussed in more detail below. Gradients for MSPT2 were determined numerically by central differences with a step size of 0.1 bohr. Optimized bond lengths and angles from the MSPT2 optimizations are shown in Figure 4 (in parentheses). The $S_2$ minimum geometries from CASSCF and MSPT2 are very similar, and both show the out-of-plane distortion of the hydrogen atom and a slight puckering of the ring.

We also carried out searches for the $S_2/S_1$ MECI using both CASSCF and MSPT2. For the MSPT2 optimizations, MECI geometries were optimized using a new algorithm that does not require NACs. The resulting $S_2/S_1$ MECI geometries are shown in Figure 5. These MECI geometries are similar to those previously reported in both uracil and thymine. As in the case of the experimentally and computationally observed photoelectron signal does not correspond to a change in the adiabatic electronic state but rather to relaxation on $S_2$. In principle, it is possible that the decreased signal is due to a change in the electronic character of the $S_2$ state, without accompanying nonadiabatic transitions. In other words, there could be a strongly avoided crossing of diabatic electronic states. Thus, we have also examined the character of the electronic wave function on $S_2$ during the dynamics. The electronic wave function of the $S_2$ state is dominantly of biradical character, in agreement with the previous studies of Zgierski and co-workers using coupled cluster methods. The $sp^2$ hybridization of $C_6$ and the lengthening of the $C_4-O_5$ bond result from this di-radical formation. For the majority of trajectory basis functions (those which do not reach the $S_2/S_1$ MECI), this assignment of $S_2$ as a diradical state remains valid throughout the course of the dynamics. Furthermore, the two active orbitals that are singly occupied in the dominant electronic configuration are unchanged at both early and late times, as shown for a representative trajectory in Figure 3. Thus, we conclude that the observed decrease in the photoelectron yield is not due to nonadiabatic transitions, neither through a conical intersection nor through a strongly avoided crossing. Examination of eq 10 shows that the only remaining factors that can lead to a decrease in the photoelectron yield are variation of the electronic factor or ionization potential. The role of the electronic factor is discussed in more detail below, but already from the observation that the electronic character is unchanged during relaxation on $S_2$, one can infer that the ionization potential must be responsible for the observed decreased photoelectron yield. As the molecules relax on $S_2$, the ionization potential increases, and ionization is energetically forbidden given the chosen probe pulse energy. This suggests that the femtosecond decay in the TRPES experiments may not be observed if a more energetic probe pulse is used.

The expression given for the electronic factor in eq 9 is most readily evaluated when the cation and neutral wave functions are expanded in a common set of orthogonal molecular orbitals. Furthermore, it is unlikely to be worth the effort to compute the electronic factor with CASPT2 wave functions since the detailed nature of the continuum orbitals is not taken into account. Thus, we carried out a fully optimized state-averaged CASSCF calculation for the neutral molecule at each geometry and a subsequent CASCI calculation for the cation using the orbitals determined for the neutral molecule (at the given geometry) without further optimization. The electronic factor was then determined using the usual Slater–Condon rules. The same active space and state-averaging is used in the CASSCF/CASCI calculation of the electronic factor and the subsequent CASPT2 calculation of the ionization potentials.

Figure 3 compares the predicted (AIMS) and observed photoelectron yield in uracil (upper panel) and thymine (lower panel). The computed and measured signals are in excellent agreement, verifying the AIMS simulations. Since Figure 1 shows that there is negligible nonradiative relaxation, one is forced to conclude that the femtosecond component in the decay of the experimentally and computationally observed photoelec-

![Figure 3. Photoelectron Yield as a Function of Pump-Probe Time Delay for Uracil (Upper Panel) and Thymine (Lower Panel). Predicted Results from AIMS Dynamics Simulations are Shown as Gray Lines, and Experimental TRPES Results from Ref 1 are Shown as Black Circles.](image-url)
of the $S_2$ minimum, the CASSCF and MSPT2 results are quite similar. These geometries can be compared to the representative molecular configurations near the few observed internal conversion events shown in Figure 1.

It is interesting to examine the role of the electronic factor in detail. The initially populated $S_2$ state is dominantly of $n^2\pi^*$ character, while the two lowest-lying electronic states of the cation are of $n^2\pi$ and $n\pi^*$ character ($D_0$ and $D_1$, respectively). Under single-photon ionization conditions, molecules are often observed to photoionize according to a Koopmans (frozen core) approximation,\textsuperscript{51,52} i.e., electron detachment is not accompanied by electronic rearrangement. The electronic factor of eq 9 embodies this propensity, since it is a projection of the neutral electronic wave function onto the electronic states of the cation. For uracil and thymine, one thus expects that the $S_2$ state will ionize primarily to $D_0$, accomplished by ejection of the electron in the $n^2\pi^*$ orbital. In contrast, ionization to $D_1$ requires ejection of the $n^2\pi$ electron and accompanying $n \rightarrow \pi^*$ excitation. The expected ionization propensities are indeed observed, as shown in Figure 6, which decomposes the photoelectron yield of Figure 3 into the components arising from ionization to $D_0$ and $D_1$ for uracil (upper panel) and thymine (lower panel). At early times, the dominant contribution is from $D_0$, while both $D_0$ and $D_1$ contribute at longer times. The origin of this behavior is made...
clear in Figure 7, which traces the molecular geometry of uracil along a linearly interpolated path in internal coordinates between the S0 minimum, S2 minimum, and S2/S1 MECI, where the geometries in each case are optimized with SA-3-CAS(8/6), as used in the AIMS dynamics. After excitation to S2, the molecule relaxes to an S2 minimum and may subsequently cross a barrier to the S2/S1 MECI. The lowest two cationic states, D0, a \( \pi \)-hole cation, and D1, an \( n \)-hole cation, are shown along this linear interpolation pathway with their corresponding photoionization propensities (electronic factors), calculated as described in the text. Rapid relaxation to the minimum on S1 leads to higher ionization potentials as well as changes in the photoionization propensities. In the Franck–Condon region (left side of plot), ionization to D0 (\( \pi \)-hole) is favored both energetically and electronically. Near the S2 minimum, the D0 and D1 cation states become degenerate, and their photoionization propensities are similar. The electronic factor is calculated from the SA-3-CAS(10,7) neutral and SA-3-CAS(9,7) cation wave functions, and the PES is calculated with SA-3-CAS(10,7)-MSPT2 and SA-3-CAS(9,7)-PT2 (shifting the neutral states according to eq 12). The analogous plot for thymine (not shown) is similar.

The picture that emerges from both the AIMS dynamics and subsequent electronic structure calculations is summarized in Figure 8, which presents the S2 potential energy surface in a set of linearly interpolated coordinates that span the important molecular configurations as best as possible. The two coordinates used for the interpolation are roughly characterized as bond alternation (the rapid relaxation shown in Figure 2) and ring folding (the strongly out-of-plane distortions including folding of the ring along the C6–N3 axis needed to reach the S2/S1 MECI). The bond alternation coordinate is dominated by lengthening of the C3–C6 bond (to a lesser extent also the C4–O2 bond) and subsequent out-of-plane distortion of the hydrogen atom bonded to C6, changing C6 from an sp\(^2\) to an sp\(^3\) center. These distortions are characteristic of the diradical character on S2. The PES shown in Figure 8 was calculated using SA-5-CAS(8/7)-MSPT2, and details of the collective coordinates used may be found in the Supporting Information (Table S36). The coordinates are mass-weighted so that the slopes along the two directions may be compared. Although it is possible to reach the S2/S1 MECI directly from the Franck–Condon point without any intervening barrier (dotted line in Figure 8), the slope of the S2 PES is steepest in the direction leading to the S2 minimum. Hence, most of the population relaxes directly to the S2 minimum (solid line in Figure 8), whereupon barrier crossing (dashed line in Figure 8) is required to reach the S2/S1 MECI. It is natural to suggest that this barrier crossing on S2 may be

minimum is also \( \sim 6.2 \text{ eV} \). However, there is significant kinetic energy distributed among the vibrational modes of the molecule, and ionization is not energetically allowed. The upper panel of Figure 7 also shows that the cation states become degenerate in the region of the S2 minimum. Thus, the adiabatic cation states are of mixed \( n \)-hole and \( \pi \)-hole character, which is why signal from ionization to both D0 and D1 is observed at later times. This is clear in the lower panel of Figure 7, which shows the electronic factors connecting S2 to D0 and D1 along the same linearly interpolated path. For the most part, the electronic factor to D0 is significantly larger than that to D1, with the exception of the region near the S2 minimum where the two cation states are degenerate.

Figure 7. Reaction pathway along S2, as probed by photoionization TRPES experiments. The pathway is determined by linear interpolation in internal coordinates between the S0 minimum, S2 minimum, and S2/S1 MECI, where the geometries in each case are optimized with SA-3-CAS(8/6), as used in the AIMS dynamics. After excitation to S2, the molecule relaxes to an S2 minimum and may subsequently cross a barrier to the S2/S1 MECI. The lowest two cationic states, D0, a \( \pi \)-hole cation, and D1, an \( n \)-hole cation, are shown along this linear interpolation pathway with their corresponding photoionization propensities (electronic factors), calculated as described in the text. Rapid relaxation to the minimum on S1 leads to higher ionization potentials as well as changes in the photoionization propensities. In the Franck–Condon region (left side of plot), ionization to D0 (\( \pi \)-hole) is favored both energetically and electronically. Near the S2 minimum, the D0 and D1 cation states become degenerate, and their photoionization propensities are similar. The electronic factor is calculated from the SA-3-CAS(10,7) neutral and SA-3-CAS(9,7) cation wave functions, and the PES is calculated with SA-3-CAS(10,7)-MSPT2 and SA-3-CAS(9,7)-PT2 (shifting the neutral states according to eq 12). The analogous plot for thymine (not shown) is similar.

Figure 8. SA-5-CAS(8/7)-MSPT2 PES of uracil in mass-weighted coordinates showing potential relaxation pathways connecting (1) the FC point, (2) the S2 minimum, and (3) the S2/S1 MECI. The path that dominates the observed dynamics is shown as a solid arrow, and an alternate barrierless pathway is depicted as a dotted arrow. The analogous plot for thymine (not shown) is similar.
the origin of the picosecond component of the lifetime observed in the TRPES experiments, but confirmation of this suggestion will require longer dynamics simulations and/or application of statistical rate theories.

The picture of the dynamics that results from the AIMS simulations has already been verified in part by location and characterization of the \( S_2 \) minimum and \( S_2/\text{S}_1 \) MECI for both uracil and thymine using a larger active space (eight electrons in seven orbitals) and including dynamic electron correlation with MS-CASPT2. However, we comment on various technical issues here. First, the CASSCF results are not sensitive to the use of a larger active space or the number of states included in the state-averaging procedure (three or five). Specifically, the vertical excitation energies differ by less than 0.3 eV for both molecules using SA-3-CAS(8/6) or SA-5-CAS(8/7) wave functions (Tables S31–S33 of the Supporting Information). There is also little difference between these two CASSCF methods in linear interpolation plots such as that shown in Figure 7. However, there is a large difference (0.8 eV) in the MS-CASPT2 vertical excitation energies for these two CASSCF wave functions. Importantly, this does not arise because of reordering of the states but rather because of mixing between the two lowest \( \pi \pi^* \) and between the two lowest \( \pi \sigma^* \) states induced by dynamic correlation, i.e., through the multistate correction procedure. On an absolute scale, the amount of mixing is rather small with the dominant coefficient being greater than 0.93 (Figures S3 and S4 of the Supporting Information). However, the energetic consequence is especially large at the Franck–Condon point. When the two correlating higher states (\( S_3 \) and \( S_4 \), which are \( \pi \pi^* \) and \( \pi \sigma^* \) states, respectively) are included, the MSPT2 vertical excitation energy drops from 6.11 to 5.20 eV for uracil and from 6.19 to 5.17 eV for thymine. Thus, the SA-5-CAS(8/7)-MSPT2 prediction for the vertical excitation energy of uracil is very close to the experimentally observed absorption maximum at 244 nm (5.08 eV). In Figure 9, we compare the PES’s from SA-3-CAS(8/6) used in the AIMS dynamics and SA-5-CAS-(8/7)-MSPT2, which is able to reproduce the experimental vertical excitation energy. The path chosen in each case corresponds to linear interpolation in internal coordinates 
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**Figure 9.** Potential energy curves for uracil using SA-3-CAS(8/6) and SA-5-CAS(8/7)-MSPT2 levels of theory. Shown are the relaxation pathway from the Franck–Condon point to the minimum on the \( \pi \pi^* \) excited state and barrier crossing from the minimum to the \( S_2/S_1 \) MECI. In both cases, the energy zero is that of the \( S_0 \) minimum and the paths are obtained by linear interpolation in internal coordinates between the \( S_0 \) minimum, \( S_2 \) transition state, and \( S_2/S_1 \) MECI geometries. Each of these minimum, transition state, and MECI geometries were explicitly optimized from the Franck–Condon point to the \( S_2 \) minimum. Each of these geometries was determined by full optimization at the given level of theory.

**Table 1: Relative Energies (eV) at Important Geometries of Uracil and Thymine Determined with SA-3-CAS(8/6) and (in Parenthesis) SA-5-CAS(8/7)-MSPT2**

<table>
<thead>
<tr>
<th></th>
<th>( S_0 )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uracil</td>
<td>0.00 (0.00)</td>
<td>1.84 (0.85)</td>
<td>2.97 (1.75)</td>
</tr>
<tr>
<td>Thymine</td>
<td>0.00 (0.00)</td>
<td>1.96 (0.63)</td>
<td>2.97 (1.62)</td>
</tr>
</tbody>
</table>

* Geometries in each case are determined by full optimization at the given level of theory.
because there is little out-of-plane distortion of the heavy ring atoms at the S2 minimum.

Conclusions

Quantitative agreement between AIMS and TRPES experiments shows conclusively that the femtosecond decay observed in uracil and thymine is due to relaxation to an S2 minimum and not to electronic quenching. Although some crossing from S2 to S1 via the S2/S1 MECI is observed with AIMS, the dominant behavior in the first 500 fs is relaxation to a true minimum on S2 with diradical character, where the C5=C6 and C4=O bonds lengthen and the C6 center undergoes sp3 rehybridization. This rapid relaxation on the excited state may be responsible for the broad absorption spectrum, previously thought to be due to rapid electronic quenching.

Barrier crossing on S2 (to the S2/S1 MECI) may be responsible for the picosecond lifetime that is subsequently observed. As this barrier crossing involves out-of-plane motion of the H attached to C4 (which is CH3 in thymine), the difference in picosecond lifetimes may also have a large kinematic component. To confirm this suggestion, longer dynamics runs and application of statistical rate theories are underway.

The excellent agreement between theory and experiment establishes the accuracy of the AIMS approach to dynamics of electronically excited states and demonstrates its utility in interpreting TRPES experiments. Work is in progress to extend these results to longer time scales, following the excited-state relaxation of thymine and uracil to S0. We are also working to incorporate aqueous environments using hybrid quantum mechanics/molecular mechanics methods within AIMS.
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