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Abstract

Histograms are mostly used as data presentation. In many applications we are interested in a good approximation of the density function, which creates the histograms. Standard techniques like the kernel density estimation are applied for approximating the density function. The problem of these techniques is that the data which define the histogram have to be known apriori. To avoid this problem we present an algorithm, which reconstructs the density function only from the given histogram (i.e. the width and the height of the bins are used as input) and without knowledge about the specific measurements. This becomes possible because we use techniques for reconstruction from averages. Using the fast efficient algorithm presented by Gröchenig and Schwab [7] it is shown in this paper, that this reconstruction scheme can be used for the case of averaging and provides good results for the approximation of the density function from a given histogram.

1 Introduction

Histograms can be viewed as a particular example of a density estimate and their appearance depends on both the choice of origin of the histogram and the width of the intervals used. Our goal is to find a good approximation of the underlying density function. For some concrete applications of this problem see eg. [3], [2], [4], [8] or [9].

There are many different techniques, which solves this problem: For example the kernel density estimation (KDE) is a well known technique in statistics. The simplest way of KDE can be thought as a smoothed version of histograms. The main problem in practice is to obtain a sufficiently smooth representation of the data while at the same time retaining its main features. In this context the choice of bin-width is critical.

In Section 2 we describe the standard technique of KDE and refer to Baxter and Beardah [3] who present a solution of the under/over smoothing problem.

These KDE techniques require an explicit knowledge of the observations, which produce the histogram. Our goal is to avoid this assumption and to reconstruct the density function directly from the histogram. We can look at this problem as a kind of resolution enhancement, i.e., if a multiple sensors take measurements over disjunct intervals we only get sums, respectively averages.
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over these intervals and our intention is to get a resolution of arbitrarily small intervals. The critical difference in this approach is that we don’t use the histogram as a presentation of data but as input for the reconstruction of the density function.

2 Kernel Density Estimation

Let $X_i, \ i = 1, ..., N$, be scalar measurements drawn from an arbitrary probability distribution $f$. One well known approach (the kernel density estimation KDE, see also [10]) of finding an approximation $\hat{f}$ for the unknown density function $f$ is obtained based on a kernel function $K(u)$ and a bandwidth $h$ as

$$\hat{f}(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h}\right).$$

(1)

The kernel function $K$ satisfies the following properties

(i) $K(u) = K(-u) \geq 0$

(ii) $K(u) = 0$ for $|u| > 1$

(iii) $K(0) \geq K(u)$ for $u \neq 0$

(iv) $\int_{-1}^{1} K(u) = 1$

This method can be viewed as placing a 'bump' at each point and then summing the height of each bump at each point of the x-axis.

Compared to the histogram the shape of $\hat{f}$ does not depend upon the choice of origin but critical on the choice of bandwidth $h$. Large values of $h$ over-smooth, while small values under-smooth the data.

In [3] Baxter and Beardah present a choice of $h$, which 'optimizes' the kernel density estimation in the sense that the calculated $h$ makes the KDE as 'close' as possible. The measurement of 'closeness' is the asymptotic mean integrated square error (AMISE) which can be shown to have the form

$$AMISE(\hat{f}) = \frac{1}{nh} A + \frac{1}{4} h^4 B.$$  

(2)

As described in [3] the terms $A$ and $B$ in equation (2) are dependent on the known kernel, while $B$ is also dependent on the integral of the squared second derivative of the unknown $f$. Then the optimal value of $h$ which minimizes the AMISE is given by

$$h_{AMISE} = \left[ \frac{A}{nB} \right]^{1/5}.$$  

(3)

This expression, which through $B$ depends upon the second derivative of the unknown density $f$, is the starting point for many methods for automatic selection of $h$.

Here in this paper we will not go into further details of selecting the optimal $h$, which can be found for example in [12] or [3].

We want to focus on another problem:

Following the technique described above an apriori knowledge of the points $X_i$ is assumed. In that case a histogram is only used as a method of data presentation. Now we want to concentrate on the problem that the histogram is the only input we have, i.e., the histogram does not appear as a data representation but as data itself. Therefore our goal is to find a good approximation of the density function from the histogram itself without using the data/observations $X_i$. This leads us to the next section:
3 Reconstruction of the Density from Histograms

As mentioned above the input of our reconstruction algorithm is not the observations $X_i$ because they might be unknown, but the histogram, i.e., the position, the width and the height of the bins.

The problem can be modelled as follows: Let be given $n$ intervals of same length, i.e., for $i = 1, ..., n$ and fixed $d > 0$:

$$I_i = [a_i, a_{i+1}), \quad a_{i+1} = a_i + d. \quad (3)$$

Then we can describe a histogram by a step-function $f_H$

$$f_H(x) = \begin{cases} w_i, & \text{for } x \in [a_i, a_{i+1}) \\ 0, & \text{for } x < a_1 \text{ or } x \geq a_n \end{cases} \quad (4)$$

with $\int_{\mathbb{R}} f_H(x)dx = 1$ to get a normalized histogram.

The problem we want to handle is to get an approximation $\hat{f}$ of the unknown density $f$ from the given function $f_H$.

The first step is to define the samples for the reconstruction. Let the function $u$ be defined as follows:

$$u(x) = \begin{cases} 1/d, & \text{for } x \in [-\frac{d}{2}, \frac{d}{2}] \\ 0, & \text{otherwise} \end{cases} \quad (5)$$

Considering the convolution

$$(f * u)(x) = \int_{\mathbb{R}} f(x)u(x - \xi)d\xi = \int_{x-d/2}^{x+d/2} f(x)u(x - \xi)d\xi$$

$$= \int_{x-d/2}^{x+d/2} f(x)u(x)d\xi = \frac{1}{d} \int_{x-d/2}^{x+d/2} f(x)d\xi \quad (6)$$

it is obvious that

$$(f * u)(x_0) = \frac{1}{d} \int_{x_0-d/2}^{x_0+d/2} f(x_0)d\xi \quad (7)$$

is the average of the function values of the interval $[x_0 - \frac{1}{2}d, x_0 + \frac{1}{2}d]$.

Since the bins of a histogram are normalized by their width $d$ the following equation holds for $i = 1, \ldots, n - 1$:

$$(f * u)(x_i) = f_H(x_i) \quad (8)$$

with

$$x_i = \frac{a_i + a_{i+1}}{2} \quad (9)$$

the midpoints of each bin.

3.1 Reconstruction with parabolic splines

In [5] Carl de Boor gives a spline interpolation for this problem:

Let be $\hat{f}$ to be a parabolic spline, i.e., a piecewise polynomial function of order 3 with continuous first derivative,

$$\hat{f} \in \mathbb{P}_{3, \xi} \cap C^1, \quad (10)$$
where $\mathbb{P}_{3,\zeta}$ is the linear space of piecewise polynomial functions of order 3 with breakpoint sequence $\zeta$, which coincide with the sequence $a_i$, $i = 1, \ldots, n$.

If the underlying density function $f$ is smooth and vanishes outside the interval $[a_1, a_n]$, then we have $f^{(j)}(a_1) = f^{(j)}(a_n) = 0$ for $j = 0, 1, \ldots$ to the extent of the smoothness of $f$.

This gives altogether $n + 1$ interpolation conditions and $2(n - 2)$ homogeneous conditions, for a total of $3(n - 1)$ conditions on the $3(n - 1)$ polynomial coefficients. For the solution of the resulting linear system the reader is referred to [5].

### 3.2 Reconstruction with shift invariant functions

In this paper we want to present a more general solution for the density reconstruction from a histogram, i.e. we choose the approximation $\hat{f}$ for the unknown function $f$ from the space of shift invariant functions $\hat{f} \in V(\varphi)$, which is defined by

$$V(\varphi) = \{ g \in L^2(\mathbb{R}) : g(x) = \sum_{k \in \mathbb{Z}} c_k \varphi(x - k) \text{ for } (c_k) \in \ell^2(\mathbb{Z}) \}.$$  \hfill (11)

where $\varphi$, the generator, is a continuous function with compact support of size $S$ so that

$$\text{supp}(\varphi) \subseteq [-S, S].$$  \hfill (12)

As mentioned above the reconstruction of a density function from a histogram can be ascribed to the problem of reconstruction from averages. During the last years there were several publications on this topic. For the bandlimited case for example Sun and Zhou presented some results in [11]. In this paper we concentrate on a fast local reconstruction method for sampling in shift invariant spaces formulated in [7] by K.Gröchenig and H.Schwab. Now we will show that this efficient algorithm can be applied to the case of reconstruction from averages.

As mentioned above, we assume that the unknown density $f$ is element of the space of shift invariant functions i.e.,

$$f(x) = \sum_{k \in \mathbb{Z}} c_k \varphi(x - k),$$  \hfill (13)

which means that the function $f$ is completely determined by the coefficients $c_k$ or, in other words, the problem of finding the exact reconstruction $f$ is equivalent to find the coefficients $c_k$.

Applying the convolution with $u$, we have

$$(f * u)(x) = \sum_{k \in \mathbb{Z}} c_k (\varphi * u)(x - k),$$  \hfill (14)

where obviously $(f * u)$ is determined by the same coefficients as $f$ and is generated by $\varphi * u$, i.e.,

$$(f * u) \in V(\varphi * u).$$  \hfill (15)

From equation (8) we see that the midpoints of the bins $x_i = (a_i + a_{i+1})/2$ can be used as samples of the function $f * u$.

As we will see in the next chapter, we calculate the coefficients $c_k$ from these samples of $(f * u)$ and then reconstruct the density function $f$ with these coefficients.

This technique involves an important interpretation because we do not reconstruct the desired density $f$ from samples but from the averages $(f * u)(x_i)$, $i = 1, \ldots, n$. 


3.2.1 Calculating the Coefficients of density function $f$

Here we follow the description of reconstruction methods in shift invariant spaces presented in [7]. To keep the notation clear we define

$$\psi = \varphi * u.$$  \hfill (16)

Then the averages, which we use as samples for the function $(f * u)$ can be written as

$$(f * u)(x_i) = \sum_{k \in \mathbb{Z}} c_k \psi(x_i - k)$$  \hfill (17)

for

$$x_i = \frac{a_i + a_{i+1}}{2} \quad i = 1, \ldots, n - 1.$$  \hfill (18)

Let $U$ be the infinite matrix with entries

$$U_{ik} = \psi(x_i - k) \quad i, k \in \mathbb{Z}. \hfill (19)$$

Then with $(f * u)|_X = ((f * u)(x_i))_{i=1, \ldots, n-1}$ the equation (17) can be rewritten as

$$U c = (f * u)|_X. \hfill (20)$$

or in the sense of normal equations

$$U^* U c = U^* (f * u)|_X \hfill (21)$$

As described in [7] the structure of this problem has to be exploited to receive a fast reconstruction algorithm:

Since $\text{supp}(\varphi) \subseteq [-S, S]$ and $\text{supp}(u) \subseteq [-\frac{d}{2}, \frac{d}{2}]$ the support of $\psi$ is given by

$$\text{supp}(\psi) \subseteq [-S - \frac{d}{2}, S + \frac{d}{2}]. \hfill (22)$$

We now have the following lemma:

**Lemma 1 ([7])**. If $\text{supp}(\psi) \subseteq [-S - \frac{d}{2}, S + \frac{d}{2}]$, then $T = U^* U$ is a band matrix of (upper and lower) band-width $2S + d$.

We want to reconstruct the density function within the range of the histogram, i.e., within the interval $[a_1, a_n]$.

**Lemma 2 ([7])**. The restriction of $f \in V(\varphi)$ to the interval $[a_1, a_n]$ is determined completely by the coefficients $c_k$ for $k \in (a_1 - S, a_n + S) \cap \mathbb{Z}$.

In other words, the exact reconstruction of $f \in V(\varphi)$ on $[a_1, a_n]$ requires only $a_n - a_1 + 2S - 1$ unknown coefficients with $k \in (a_1 - S, a_n + S) \cap \mathbb{Z}$.

Let be $\mathcal{U}$ and $\mathcal{F}$ the truncated matrices $\mathcal{U} = \mathcal{U}^{a_1, a_n}$ and $\mathcal{F} = \mathcal{F}^{a_1, a_n} = \mathcal{U}^* \mathcal{U}$, given by their entries

$$\mathcal{U}_{ik} = \psi(x_i - k) \quad \mathcal{F}_{kl} = \sum_{i=1}^{n-1} \psi(x_i - k) \varphi(x_i - l) \hfill (23)$$

for $i = 1, \ldots, n - 1$ and $k, l = a_1 - S - \frac{d}{2} + 1, \ldots, a_n + S + \frac{d}{2} - 1$. The next step is to compute
\[ b = \mathcal{W}^* (f \ast u) \big|_X, \text{ i.e.,} \]
\[ b_k = \sum_{i=1}^{n-1} \psi(x_i - k)(f \ast u)(x_i) \quad \text{for } k = a_1 - S - \frac{d}{2}, \ldots, a_n + S + \frac{d}{2} - 1 \]

so that we have to solve the linear system
\[ \mathcal{T}c = b. \] (25)

Since \( \mathcal{T} \) is a positive definite band matrix the band Cholesky algorithm is an effective method for solving (25) because the operation count is linear to the number of samples \( n - 1 \).

After we evaluate the coefficients \( c \) from the function \( (f \ast u) \) we can use them to construct the restriction of \( f \) to \( [a_1, a_n] \) by
\[ f(x) = \sum_{k=a_1-S+1}^{a_n+S-1} c_k \varphi(x-k) \quad \text{for } x \in [a_1, a_n]. \] (26)

Once again: The coefficients of the function \( (f \ast u) \), which reconstruct the averages (=midpoints of the bins) are the same as the coefficients of the density function \( f \).

As described in [7] the operator count of this algorithm is
\[ \mathcal{O}(n \cdot C) \] (27)
where \( C \) depends quadratic on the length of the generator \( \psi \) (see also [6]). In other words, the costs of the algorithm are linear to the number of data (=bins of the histogram).

For a detailed description see [7].

### 3.2.2 Initialization of the Histogram

For exact reconstruction the set of samples, which are the midpoints of the bins, has to fulfill certain conditions. If \( \varphi \) is a B-spline of order \( N \), i.e., \( \varphi = \chi_{0,1} \ast \cdots \ast \chi_{0,1} \) (\( N + 1 \) convolutions), then the main result of [1] implies that the maximum gap condition
\[ \sup_{i \in \mathbb{Z}} (\hat{x}_{i+1} - \hat{x}_i) = \delta < 1 \] (28)
is sufficient for exact reconstruction. To hold this condition we have to factorize the histogram, i.e., we have to choose a \( \lambda > 0 \) such that
\[ \hat{x}_i = \frac{a_i + a_{i+1}}{2\lambda}, \]
\[ \sup_{i} (\hat{x}_{i+1} - \hat{x}_i) = \delta < 1, \]
\[ \text{for } i = 1, \ldots, n - 1 \] (29)

and the step function in (4) becomes
\[ \hat{f}_H(x) = \begin{cases} w_i, & \text{for } x \in \left[\frac{a_i}{\lambda}, \frac{a_{i+1}}{\lambda}\right) \\ 0, & \text{for } x < \frac{a_i}{\lambda} \text{ or } x \geq \frac{a_{i+1}}{\lambda}. \end{cases} \] (30)

Consequently the length of the modified histogram is
\[ \hat{d} = \frac{a_{i+1} - a_i}{\lambda} \quad \text{for } i = 1 \ldots n - 1. \] (31)
With these modified data we can reconstruct from the samples
\[(\hat{f} \ast u)(\hat{x}_i) = \hat{f}_H(\hat{x}_i)\] (32)
the desired density function by
\[f(x) = \hat{f}(x \cdot \lambda).\] (33)

### 3.2.3 Averages created by different average-functions \(u_j\)

As described above we have examined the situation, that the averages are always taken with respect to the same window \(u\).

Now let us study the more general situation that we are taking averages over areas of different width, i.e.
\[u_j(x) = \begin{cases} 
1/\mu_j, & \text{for } x \in [-\mu_j/2, \mu_j/2] \\
0, & \text{otherwise} 
\end{cases}\] (34)

Figure 6 shows this situation. We are using the same density function, but the averages are taken over areas of different length.

Consequently the sampling values \(w_j\) are given by
\[w_j = (f \ast u_j)(x_j) = \frac{1}{\mu_j} \int_{x_j-\mu_j/2}^{x_j+\mu_j/2} f(\xi)d\xi\] (35)

Therefore we have to modify the algorithm described before in the following way:

1. For each sample-value \(w_j\), we have to calculate the appropriate average-function \(u_j, j = 1, \ldots, J\). Let be \(f \in V(\varphi)\), then
\[\psi_j = \varphi \ast u_j.\] (36)

2. We have to store these \(\psi_j\) to compute \(b = U^*w\)
\[b_k = \sum_{j=1}^{J} \psi_j(x_j - k)w_j.\] (37)

3. Also the calculation of the matrix \(T\) has to be modified:
\[T_{kl} = \sum_{j=1}^{J} \psi_j(x_j - k)\psi_j(x_j - l).\] (38)

Having a closer look on the system matrix \(T\) we can verify, that the matrix \(T\) does not have the same structure as before.

Since the support of \(\psi_j\) depends on the width of the bins, i.e.
\[\text{supp}(\psi_j) \subseteq [-S - \mu_j/2, S + \mu_j/2]\] (39)
the width of the band in the matrix \(T\) varies too (see figure 7).

Applying the modifications described above we get following approximation of the density function as plotted in figure 8.
4 Numerical Simulations

Figure 1 shows the histogram with the underlying density function. We want to find a good approximation for the density function from the given histogram by using approximations from the space of shift invariant functions.

In our simulation we use MATLAB. We use the shift-invariant spline spaces with the B-spline of order 3
\[ \varphi = \chi_{[-1/2, 1/2]} \ast \ldots \ast \chi_{[-1/2, 1/2]} \]
\(40\) times
\(41\) as the generator of \(V(\varphi)\). Thus \(\text{supp}(\varphi) \subseteq [-2, 2]\) and \(S = 2\) (see Figure 2).

As we can see in Figure 3 the algorithm yields to a good approximation of the original density function.

In Figure 4 the difference between approximation and original density function is plotted.

In Figure 5 we see the exact reconstruction of the midpoints of the bins \(x_i\) by the function \((\hat{f} \ast u)\), i.e., for \(i = 1, \ldots, n - 1\)
\[ (\hat{f} \ast u) (x_i) = w_i \]
\(42\)

and therefore
\[ \int_{z_i}^{a_{i+1}} (\hat{f} \ast u) (x) dx = w_i \cdot d, \]
\(43\)

which means that the area under the function \((\hat{f} \ast u)\) is the same as the area of the bins. The function \((\hat{f} \ast u)\) can be viewed as moving average.
Figure 2: Generator $\varphi$: B-spline of order 3 with $\text{supp}(\varphi) \subseteq [-2, 2]$

Figure 3: Reconstruction (solid line) and the original density function (dotted line)

Figure 4: Error: Reconstructed versus original density function
Figure 5: The histogram with marked midpoints, which are used as samples for the function \((f * u)\). Solid line: Reconstructed function \((f * u)\).

Figure 6: The density function and the histogram with different bin-width.
Figure 7: The system matrix $T$ in two different situations.

Figure 8: Reconstruction (solid line) and the original density function (dotted line)
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