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## About the title. . .

- "Totally disconnected" is a notion from point-set topology.
- Recall that a topological space is connected if it cannot be written as a disjoint union of non-empty open subsets, and disconnected otherwise.
- A space is disconnected iff it has some proper subset which is both open and closed ( $=$ : clopen).


## Examples

- $\mathbb{R}$ is connected.
- $\mathbb{Q}$ is disconnected.
- A space is totally disconnected if around each point one can find arbitrarily small clopen sets.
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- The title is inspired by The Importance of Being Ernest, a play by Oscar Wilde.
- The play is about how it is important to be earnest ( $=$ serious), but the play itself is not at all serious.
- Similarly, this talk is not very serious. But hopefully it is not totally disconnected.
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> General question: $p\left(x_{1}, \ldots, x_{n}\right)=0$
quadratic equation with coefficients in $\mathbb{Z}$

PhD student who should watch less TV

Finding real solutions is much easier
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Pick any $x, y \in \mathbb{R}$, then

$$
0 \leq x^{2}+y^{2}=z^{2}
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always has a solution $\left(x, y, \sqrt{x^{2}+y^{2}}\right)$. This is because
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Let $x$ be a nonzero rational number. Then

$$
x= \pm \prod_{p} p^{v_{p}}
$$

for unique integers $v_{p}=v_{p}(x)$. (The product is finite.)

## Corollary
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where the index $\nu$ of the leading term is precisely $v_{p}(x)$.

- Indeed, if $x=m$ is a positive integer, $\nu=v_{p}(m)$, then
$m=a_{\nu} p^{\nu}+a_{\nu+1} p^{\nu+1}+\cdots+a_{d-1} p^{d-1}+a_{d} p^{d}$
(finite sum)
with $a_{i} \in\{0, \ldots, p-1\}$ for all $i$. (Base- $p$ representation.)
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## Examples

$$
-1=(p-1)+(p-1) p+(p-1) p^{2}+\cdots=(p-1) \cdot \frac{1}{1-p} .
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q\left(x_{1}, \ldots, x_{n}\right)=0
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In this case, we look for nontrivial solutions, i.e., we discard the solution $\left(x_{1}, \ldots, x_{n}\right)=(0, \ldots, 0)$.
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Consider
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- (E.g. over $\mathbb{C}$ ): Put $W=i w \rightsquigarrow$ the fourth coefficient becomes 1.


## Standard forms locally and globally

More formally, the last observation tells us:

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"),

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}
$$

where, for each $i, a_{i} \in \mathcal{R}$ or $a_{i}=0$.

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}
$$

where, for each $i, a_{i} \in \mathcal{R}$ or $a_{i}=0$.

## Example

(1) Over $\mathbb{R}$, the coefficients can be chosen to be in $\{+1,-1,0\}$. (Sylvester's law of inertia)

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}
$$

where, for each $i, a_{i} \in \mathcal{R}$ or $a_{i}=0$.

## Example

(1) Over $\mathbb{R}$, the coefficients can be chosen to be in $\{+1,-1,0\}$. (Sylvester's law of inertia)
(2) Over $\mathbb{Q}$, we have $\mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}=\ldots$

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}
$$

where, for each $i, a_{i} \in \mathcal{R}$ or $a_{i}=0$.

## Example

(1) Over $\mathbb{R}$, the coefficients can be chosen to be in $\{+1,-1,0\}$. (Sylvester's law of inertia)
(2) Over $\mathbb{Q}$, we have $\mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}=\ldots$ ???

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}
$$

where, for each $i, a_{i} \in \mathcal{R}$ or $a_{i}=0$.

## Example

(1) Over $\mathbb{R}$, the coefficients can be chosen to be in $\{+1,-1,0\}$. (Sylvester's law of inertia)
(2) Over $\mathbb{Q}$, we have $\mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}=\ldots$ ??? (infinite)

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form

$$
q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}
$$

where, for each $i, a_{i} \in \mathcal{R}$ or $a_{i}=0$.

## Example

(1) Over $\mathbb{R}$, the coefficients can be chosen to be in $\{+1,-1,0\}$. (Sylvester's law of inertia)
(2) Over $\mathbb{Q}$, we have $\mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}=\ldots$ ??? (infinite)
(3) Over $K=\mathbb{Q}_{p}$, we have

## Standard forms locally and globally

More formally, the last observation tells us: If we choose a system of representatives $\mathcal{R}$ for the quotient set $K^{\times} / K^{\times 2}$ ("nonzero elements modulo squares"), then any quadratic form over $K$ can be put in the form
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## Example

(1) Over $\mathbb{R}$, the coefficients can be chosen to be in $\{+1,-1,0\}$. (Sylvester's law of inertia)
(2) Over $\mathbb{Q}$, we have $\mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}=\ldots$ ??? (infinite)
(3) Over $K=\mathbb{Q}_{p}$, we have

$$
K^{\times} / K^{\times 2} \text { has cardinality }= \begin{cases}4, & p \neq 2 \\ 8, & p=2\end{cases}
$$
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We say that $q\left(x_{1}, \ldots, x_{n}\right)$ represents an element $a$ of the ground field if the equation $q\left(x_{1}, \ldots, x_{n}\right)=a$ has a (nontrivial) solution.

## Theorem

Let $q\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}^{2}$.
(1) If $n=2$ and $a_{1}, a_{2}$ have order 0 , then $q$ represents 1 . (all squares)
(2) If $n=3$ and $a_{1}, a_{2}, a_{3}$ have order 0 , then $q$ represents 0 . By the general theory, it represents all elements of $\mathbb{Q}_{p}$.
(3) If $n=4$ and all $a_{i}$ are nonzero, then $q$ represents all elements of $\mathbb{Q}_{p}$ except in the case where each coefficient belongs to a different class in $\mathbb{Q}_{p}^{\times} / \mathbb{Q}_{p}^{\times 2}$. In this case, it represents all nonzero elements.
(4) If $n \geq 5$, then $q$ represents all elements of $\mathbb{Q}_{p}$.
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## The Theorem of Minkowski and Hasse

The most famous instance of a local-global principle is the Theorem of Minkowski and Hasse on quadratic forms.

## Theorem (Theorem of Minkowski and Hasse)

A quadratic form over $\mathbb{Q}$ in any number of variables represents 0 if and only if it does so over each $\mathbb{Q}_{p}$ and over $\mathbb{R}$.

## Corollary

(1) A quadratic form as above represents $a \in \mathbb{Q}$ if and only if it does so over each $\mathbb{Q}_{p}$ and over $\mathbb{R}$.
(2) Two quadratic forms over $\mathbb{Q}$ are "the same" (isomorphic) if and only if they are "the same" over every $\mathbb{Q}_{p}$ and over $\mathbb{R}$ (which is trivial to check).

## And now for something totally disconnected. . .

## And now for something totally disconnected...

(i.e., some drawings on the blackboard explaining the topology of $\mathbb{Q}_{p}$ )

## Thank you for your attention!

