HILBERT SPACE GEOMETRY



Definition: A vector spaceover k isaset V (whose
elements are called vector s) together with a binary operation

+: VXV .V,

which is called vector addition, and an external binary
operation
[IRXV -V,

which is called scalar multiplication, such that

(i) (V,+) isacommutative group
(whose neutral element is called zero vector)

and (i) for all A,udR, xX,yOV: A(UX)=(AR)X,
1x=X,

A(X+Y)=(AX)+(Ay),
(A+)X=(AX)+(ux),

where the image of (x,y)IV XV under + iswritten as x+y and
the image of (A,x)JkxV under Liswritten as AX or as AlX.

Exer cise: Show that the set 12° together with vector addition
and scalar multiplication defined by

EXl}l_Eylj:E X, Y1j
Xo Yo Xy +Ys
X, ) \AX,

respectively, is avector space.




Remark: Usually we do not distinguish strictly between a
vector space (V,+,0]and the set of itsvectorsV. For
example, in the next definition VV will first denote the vector
space and then the set of its vectors.

Definition: If V isavector space and M1V, then the set of
al linear combinations of elements of M iscalled linear hull
or linear span of M. It is denoted by span(M). By
convention, span(1)={ 0} .

Proposition: If V isavector space, then the linear hull of
any subset M of V (together with the restriction of the vector
addition to MxM and the restriction of the scalar
multiplication to X xM) is also a vector space.

Proof: We only need to prove that span(M) contains the zero
vector and that it is closed under vector addition and scalar
multiplication:

M=0 = span(M)={0} = 00span(M)
M#0 = [XOM: 0=00span(M)

x,ylspan(M) = x+y=1xX+1y[Ispan(M)
xUspan(M), AR = AX[span(M)

The other properties of avector space are satisfied for all
elements of V and therefore also for all elements of MV.

Definition: If asubset M of avector space V is also avector
space, it iscalled alinear subspace of V.




Definition: Aninner product spaceis avector spaceV
together with afunction

(JVXV L1

(called inner product) satisfying the following axioms:

For al x,y,z00V, ALK
i) xy)=y.x),
(i) (x+y,z)=(x,2)*+(y,z),
(iif)  (AX,y)=A(X,y),
(iv) (x,x)=0,
(V) (x,x)=0 < x=0.

A semi-inner product satisfies (i) — (iv), but (x,x) can be
zero if x£0.

Exercise: Show that the inner product axioms (i)-(iii) imply
that for all x,y,z,ullV, A,u,v, ¢

(AX +Hy, vz + &U)=AV (X, Z)+AE (X, u)+uv (Y, Z) HUE (Y, u).

Exer cise: Show that the vector space I** together with the
function ( ) defined by

()

IS an inner product space.




Definition: The norm (seminorm) of an element x of an
Inner product space (semi-inner product space) is defined by

x|=xx).

Cauchy-Schwar z | nequality: If x and y are elements of an
Inner product space, then

(x.y)i<lx]lyl-

Proof: O<(lyjx +[x|y,|vlx £ |x]y)

= Iy o x)= 20|y (x,y) + X[y, y)
= 2"y =2l Iyl (x.y)
= 2x{Iyl (Xl £(x.y))

= 0<|x||y|£(x,y) = £(x,y)<|x]||y]

Exercise: Let V be asemi-inner product space.
Show that for all x,y,z[1V, AL

(i) [x+yl<lx+]y
(i) [Ax=Alx
(iii)  [x|=0,

and, if V isan inner product space, also
(iv) [x|=0 < x=0.



L emma: The triangle inequality |x + y|<|x||+|y| implies that
foral x andy

x = yI2[x] =l

Proof: ~ [x|=|(x = y) + y|<x = y|+|y] = [x -]
VI=Cy =) +x]<ly = x| +[x] = |y - x|2]

X
y

y|
X|

Continuity of the Norm: If the sequence (X, of elements of
an inner product space V convergesin norm to x1V, then
the sequence |x,, | convergesto |x], i.e.,.

Xn =X = 0= [xn] - X[

Proof: 0<|[x,| ~[|[<[x, - x| - 0

Continuity of the Inner Product: If the sequences (x,) and
(yn) of elements of an inner product space V convergein
norm to X1V and y[1V, respectively, then the sequence
(X,,Yn) CONvergesto (x,y), i.e,

Xn =x| -0,

Yn _yH -0= <Xn’yn> _’<X’y>'

Proof: 0<(X,,Ya)=(X,Y)=(Xn:Yn —Y) +{Xn = X,y)
<[(XnsYn —Y) (X0 = %,Y)

<Xl [yn =yl +xa = X[ly]
l l l
X0 0



Definition: Aninner product space H is called aHilbert
gpace, if it iscomplete in the sense that every Cauchy
seguence (X,) of elements of H converges to some el ement

xX[H, i.e.,
X, XmIH,

Xm = Xp| = 0@sm,n- oo = XOH: |x,, - x|| - 0.

Example: That the inner product space :° is a Hilbert space
can be seen asfollows.

X X
| [ ml] - [ nl] HZ:(Xml'xnl)2"‘(Xm2'Xn2)2 -0
Xm2 Xn2

= (Xml'xnl)2 - O, (XmZ'XnZ)2 -0
= X1, Xo[R: Xp1 — X1, Xn2 = X2 (bYy the completeness of )

N H [anj _ [X1) HZZ(an'Xl)Z'l'(XnZ'XZ)Z >0

X2 X5

Definition: A linear subspace S of a Hilbert space is said to
be a closed subspace, if

XS,

X _XH - 0= xS




Exercise: Show that the intersection (), S of afamily of
closed subspaces of a Hilbert space is also a closed subspace.

Definition: The closed span of a subset M of a Hilbert space
Is defined as the intersection of all closed subspaces which
contain all elements of M. It is denoted by span(M).

Definition: Two elements x and y of an inner product space
are said to be orthogonal (xly), if (x,y)=0.

Proposition: The orthogonal complement

M"={xOH: xOy OyOM}

of any subset M of a Hilbert space H is a closed subspace.

Proof: M"isalinear subspace, because
z[OM = (0,z)=0 = 00z,
x,yOM", zOM = (X +W,2)=(x,2)+(y,z)=0 = x+ylz,
xOM", AOR, zZOM = (Ax,z)=A(x,2)=0 = Ax[z

Moreover, M" is even a closed subspace, because

XM, X, -X|| -0, zOM = (x,,z)=0for al n
= (x,z)=lim(x,,z)=0.




Projection Theorem: If Sisaclosed subspace of aHilbert
space H, then each x[JH can be uniquely represented as

X=X +U,

where X JS and udJS". Furthermore, & (which is called the
projection of x onto S) satisfies

x=%|<x -y

for any other element y[IS.

Definition: Let S be a closed subspace of aHilbert space H.
The mapping

Ps(X)=X, x[H,

where X i1sthe projection of x onto S, is called the
projection mapping of H onto S.

Properties of Projection Mappings: If S, S;, S, are closed
subspaces of a Hilbert space H, x,y,x,[JH, and Ay, then:

(1) Ps(Ax+uy)= APs(X)+Ps(y)

(i) xOS = Pg(x)=x

(i) xOS" = Pg(x)=0

(iv) X=Ps)+P.,(x)

(V) SiUS; = Py (Ps,(X))=Ps, (X)

(i) [x, =x|-0=|Ps(x,)—Ps(x)| -0




Proposition: If M={u,,...,us} 1saset of mutually orthogonal
elements of a Hilbert space H and OLIM, then

Py (0= z_< >uk OXOH.
= uy |

Proof: For each y,LJM we have

3 8y =3 )

=L Juy| =L Juy|

:<X’“j>'—<x’u5><uj’uj>
H“J'H
=0.
Thus
i 0 (X, Uk>
<X Z_:l HukH Uy, Z k k>

for each linear combination i)\kuk Ospan(M)=span(M).
k=1



