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Introduction

Group theory is a broad subject which arises in many areas of mathematics and physics, and
has several different roots. One foundational root of group theory was the quest of solutions of
polynomial equations of degree higher than 4. Lagrange introduced permutation groups for the
theory of equations, and Galois the groups named after him for the solvability of the equation
with radicals. A second root was the study of symmetry groups in geometry. The systematic
use of groups in geometry was initiated by Klein’s 1872 Erlangen program. Finally, a third
root of group theory was number theory. Certain abelian group structures had been implicitly
used in number-theoretical work by Gauss, and more explicitly by Kronecker.
Modern group theory nowadays is not just a part of abstract algebra. It has several branches,
such as combinatorial group theory, geometric group theory, the theory of finite groups, the
theory of discrete groups, transformation groups, Lie groups and algebraic groups, and many
more. These lecture notes cover the topics stated in the curriculum for master mathematics at
the university of Vienna.
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CHAPTER 1

Review of basic notions

1.1. Group axioms

An axiomatic description of groups is given as follows.

Definition 1.1.1. A group G is a non-empty set together with a binary operation (a, b) 7→
ab from G×G→ G satisfying the following conditions:

(1) Associativity. For all g, h, k ∈ G we have

(gh)k = g(hk).

(2) Existence of a neutral element. There exists an element e ∈ G such that

eg = g = ge

for all g ∈ G.
(3) Existence of inverses. For every g ∈ G there exists an element g−1 ∈ G such that

gg−1 = e = g−1g.

Note that the neutral element is uniquely determined. Indeed, if e′ is a second such element,
then e′ = ee′ = e. Moreover, by (3), e is the unique element of G such that ee = e. Also the
inverse element g−1 of g is uniquely determined.

Remark 1.1.2. One can replace the axioms (2) and (3) by weaker ones, namely by (2′)
there exists an e such that ea = a for all a ∈ G, and (3′) for each a ∈ G there exists an a′ ∈ G
such that a′a = e.

Lemma 1.1.3. Let G be a group and a, b ∈ G. Then (a−1)−1 = a and (ab)−1 = b−1a−1.

Proof. Exercise. �

Lemma 1.1.4. In every group the cancellation laws are satisfied,i.e., gh = gk implies that
h = k, and hg = kg implies that h = k. If the group is finite, then the cancellation laws are
equivalent with axiom (3).

Proof. Suppose that gh = gk for g, h, k ∈ G. Using (3) we have

h = g−1gh = g−1gk = k.

In the same way, hg = kg implies that h = k. Suppose that G is finite. As we have just shown,
axiom (3) implies the cancellation laws in general. Assume now that the cancellation laws hold.
Then each left multiplication map Lg : x 7→ gx is injective. Since G is finite, it follows that
each Lg is also surjective. In particular, e is in the image. This shows axiom (3). �

Example 1.1.5. We start with 5 basic examples of groups.

1. The group (Z,+). Usually one writes g + h instead of gh, and −g for g−1. However the
group can also be written multiplicatively, and then is denoted by C∞.
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2. The group (Z/nZ,+). It is given by the residue classes {0, 1, . . . , n− 1} modulo n. Written
multiplicatively, it is denoted by Cn = {e, g, g2, . . . , gn−1}, where the letter C stands for “cyclic”.

3. The group GLn(F ) consists of the invertible n×n-matrices with coefficients in F . It is called
the general linear group of degree n.

4. The group Dn for n ≥ 3 of rigid motions of the plane preserving a regular n-gon, with the
operation being composition. It turns out that Dn has size 2n and is given by

Dn = {e, r, r2, . . . , rn−1, s, rs, r2s, . . . rn−1s},
where r is a rotation through 2π

n
, and s a reflection such that srs−1 = r−1. We have s2 = e, and

s, rs, r2s, . . . rn−1s are the reflections, and e, r, . . . , rn−1 the rotations of the n-gon with rn = e.

5. The “free” group F2 consisting of all possible words in two distinct letters a and b and its
inverses. Here we consider two words different unless their equality follows from the group
axioms.

Definition 1.1.6. A group G is called abelian, if it satisfies the commutativity law, e.g.,

gh = hg

for all g, h ∈ G.

Note that the groups of 1. and 2. are abelian, but the last three ones are non-abelian. For
the dihedral group Dn the elements r and s satisfy rs = sr−1. Since n ≥ 3 we have r 6= r−1,
because of rn = e. In F2 the words ab and ba are different.

Lemma 1.1.7. Let S be a non-empty subset of a group G. Suppose that the following two
properties hold:

(S1) For all a, b ∈ S we have ab ∈ S.
(S2) For all a ∈ S we have a−1 ∈ S.

Then the composition of G makes S into a group.

Proof. By (S1) the binary operation on G defines a binary operation on S, which inherits
associativity. By assumption S contains at least one element a, its inverse a−1, and the product
e = aa−1. By (S2) the inverses of elements in S lie in S. �

Definition 1.1.8. A non-empty subset S of a group G satisfying (S1) and (S2) is called a
subgroup of G.

Example 1.1.9. 1. The center of a group G, defined by

Z(G) = {g ∈ G | gx = xg ∀x ∈ G},
is a subgroup of G.

2. The intersection of arbitrary many subgroups of G is a subgroup of G.

3. The subset nZ of Z for an integer n is a subgroup of Z.

Lemma 1.1.10. For any subset X of a group G, there is a smallest subgroup of G containing
X.

Proof. The intersection S of all subgroups of G containing X is again a subgroup of G
containing X, and it is evidently the smallest such group. S contains with X also all finite
products of elements of X and their inverses. But the set of such products satisfies (S1) and
(S2) and hence is a subgroup containing X. Clearly it equals S. �
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Definition 1.1.11. The smallest subgroup of G containing X is denoted by 〈X〉, and is
called the subgroup generated by X. We say that X generates G if G = 〈X〉, i.e., if every
element of G can be written as a finite product of elements of X and their inverses.

We have 〈∅〉 = {e}, which is the trivial group. The group generated by a rotation r through
2π
n

is given by Cn = 〈r〉 = {e, r, r2, . . . , rn−1}.

Definition 1.1.12. A group G is said to be cyclic if it is generated by a single element.

Note that cyclic groups are abelian, since elements rk and r` commute. The groups Cn and
C∞ are cyclic, whereas GLn(F ) for n > 1 is not cyclic, because it is not abelian.

1.2. Group homomorphisms

Having introduced our main “objects”, we need “morphisms” to relate the objects to each
other. As usual morphisms should preserve the structure, and two objects should be considered
the same if they have the same structure:

Definition 1.2.1. A map ϕ : G→ H is called a group homomorphism if it satisfies

ϕ(gh) = ϕ(g) · ϕ(h)

for all g, h ∈ G. A group homomorphism that is bijective is called a group isomorphism. Its
inverse is also a group isomorphism. In this case, the groups G and H are called isomorphic.
We denote this by G ∼= H.

Note that ϕ(eG) = eH for such a group homomorphism and the neutral elements of the two
groups, and ϕ(g−1) = ϕ(g)−1.

Example 1.2.2. Here are three examples of group homomorphisms.

1. Let H be a subgroup of G. Then the inclusion map H ↪→ G is a group homomorphism.

2. The map ϕ : Z→ Z, x 7→ nx, for a fixed integer n is a group homomorphism.

3. The map exp: (R,+)→ (R>0, ·) is a group isomorphism, its inverse given by the logarithm.

Recall that the kernel of a group homomorphism ϕ : G→ H is given by

ker(ϕ) = {g ∈ G | ϕ(g) = e},

and the image of ϕ is given by

im(ϕ) = {ϕ(g) | g ∈ G}.

Both are subgroups of G. It is easy to see that a group homomorphism is injective if and only
if its kernel is trivial.

Definition 1.2.3. Let X be a set. Then the set of all bijections X → X forms a group
with respect to composition. It is denoted by Sym(X).

For X = {1, 2, . . . , n} the group Sym(X) is the symmetric group Sn. It is a non-abelian
group for n > 2.

Theorem 1.2.4 (Cayley). For any group G there is a canonical embedding L : G ↪→ Sym(G).
In particular, any finite group of order n can be realized as a subgroup of Sn.
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Proof. Consider the map L : G→ Sym(G) given by g 7→ Lg. We have

(La ◦ Lb)(x) = Lab(x)

for all a, b, x ∈ G, and La ∈ Sym(G) for all a ∈ G, because every La is bijective. Indeed, we
have Le = id and

La ◦ La−1 = id = La−1 ◦ La.
It follows that L is a group homomorphism. It is injective because the cancellation laws hold.
Hence it is an embedding. �

Remark 1.2.5. The symmetric group Sn has order n!. Every finite group G of order n can
be embedded in Sn, but often one can embed G in a permutation group of much smaller order.
We may define the degree of a group G of order n, denoted d(G), to be the least integer d
such that G can be embedded in Sd. There is a large literature on the study of d(G). Johnson
classified all G of order n such that d(G) = n. Except for a family of 2-groups, these groups
are precisely the cyclic p-groups. Here a group G is called a p-group, if its order is a power of
p for a prime p.

An automorphism of a group G is a group isomorphism G→ G. For example, the conjuga-
tion map

ig : G→ G, x 7→ gxg−1

is an automorphism of G. We have

(gh)x(gh)−1 = g(hxh−1)g−1,

for all g, h ∈ G, which says that igh(x) = (ig ◦ ih)(x), so that ig is a bijective group homomor-
phism, and hence an automorphism.

Definition 1.2.6. Denote by Aut(G) the set of automorphisms of G. It becomes a group
under composition, and it is called the automorphism group of G. The subgroup Inn(G) = {ig |
g ∈ G} is called the group of inner automorphisms.

Note that Inn(G) is trivial if and only if G is abelian.

Example 1.2.7. We have Aut(S3) = Inn(S3) ∼= S3 and Aut(Fnp ) = GLn(Fp), where the
automorphisms of G = Fnp as a commutative group are just the automorphisms of G as a vector

space over the finite field Fp. For n = p = 2 we have Aut(F2
2) = GL2(F2) ∼= S3.

Remark 1.2.8. Different groups may have an isomorphic automorphism group, e.g.,

Aut(S3) ∼= S3
∼= Aut(C2 × C2),

where C2 × C2 is the direct product, with componentwise product.

We want to mention a few more groups consisting of bijective transformations.

Definition 1.2.9. Let X be a metric space. The set of all isometries from X → X forms
a group under composition, and is denoted by Isom(X). It is called the isometry group of X.

Example 1.2.10. The isometry group of the Euclidean space Rn is given by

Isom(Rn) ∼= On(R) oRn,

where On(R) denotes the orthogonal group, which is the subgroup of GLn(R) given by all ma-
trices A satisfying AAt = I.
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Let M be a subset of X. A symmetry of M is an isometry of X fixing M . If we embed the
n-gon M in X = R2, then the symmetry group of M is the dihedral group Dn.

Definition 1.2.11. Let L/K be a Galois extension of fields. Then the set

Gal(L/K) = {σ ∈ Aut(L) | σ|K = idK}

of field automorphisms of L fixing K is a group with respect to composition, and is called the
Galois group of the extension L/K.

Example 1.2.12. Let L = Q(
√

2,
√

3) and K = Q. Then the extension L/K is Galois with
Galois group

Gal(L/K) ∼= C2 × C2.

Definition 1.2.13. Let π : X → Y be a covering map of topological spaces. Then the set
of homeomorphisms f : X → X satisfying π ◦ f = π form a group with respect to composition,
the Deck transformation group.

Example 1.2.14. 1. The deck transformations for the universal covering C→ C∗ given by
the exponential map is the set of translations of the form z 7→ z + 2πik for k ∈ Z. Thus, the
group of deck transformations is isomorphic to Z.

2. The deck transformations for the covering map C∗ → C∗ given by the power map z 7→ zn

are the maps of the form z 7→ ωz, where ω is any n-th root of unity. As an abstract group, this
deck transformation group is isomorphic to Z/nZ.

1.3. Cosets and normal subgroups

For a subset S of a group G we let

aS = {as | s ∈ S}, Sa = {sa | s ∈ S}.

Definition 1.3.1. For a subgroup H of a group G the sets of the form aH are called left
cosets of H, and the sets of the form Ha are called right cosets of H.

Because e ∈ H we have aH = H if and only if a ∈ H.

Proposition 1.3.2. Let H be a subgroup of G.

(a) An element a ∈ G lies in a left coset C of H if and only if C = aH.
(b) Two left cosets are either disjoint or equal.
(c) We have aH = bH if and only if a−1b ∈ H.
(d) Any two left cosets have the same number of elements, possibly infinite.

Proof. (a): If C = aH then of course a ∈ aH. Conversely, if a lies in the left coset bH,
then a = bh for some h ∈ H, so that

aH = bhH = bH.

(b): Suppose that the cosets C and C ′ are not disjoint. Then there is an a in both C and C ′,
so that C = aH = C ′ by (a).

(c): If a−1b ∈ H, then H = a−1bH, and so aH = aa−1bH = bH. Conversely, if aH = bH, then
H = a−1bH, and so a−1b ∈ H.

(d): The map Lba−1 : aH → bH given by ah 7→ bh is a bijection. �
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Definition 1.3.3. Let H be a subgroup of G. The index (G : H) of H in G is the cardinality
of the set {aH | a ∈ G}, i.e., the number of left cosets of H in G.

For the trivial subgroup H = 1 we have (G : 1) = |G|. We have

G =
⋃
a∈G

aH,

and because two cosets are either equal or disjoint, they form a partition of G.

Theorem 1.3.4 (Lagrange). Let G be a finite group. Then

(G : 1) = (G : H)(H : 1).

In particular, the order of every subgroup H of G divides the order of G.

Proof. The left cosets of H in G form a partition of G, and there are (G : H) of them.
Each left coset has (H : 1) elements. �

Recall that the order of g ∈ G is given by ord(g) = |〈g〉|.

Corollary 1.3.5. For each g ∈ G, the order of g divides |G|.

Proof. Apply Lagrange for the subgroup H = 〈g〉, and use that (H : 1) = ord(g). �

Corollary 1.3.6. Every group of prime order p is isomorphic to the cyclic group Cp.

Proof. Let G be a group of order p. Then every element has order 1 or p, since these two
numbers are the only positive divisors of p. Since G is non-trivial there is an element g ∈ G
of order p. Let H = 〈g〉 ⊆ G be the cyclic subgroup of G generated by g. Then |H| = p and
H = G = {e, g, g2, . . . gp−1}. �

Example 1.3.7. Up to isomorphism there is only one group of order 109 + 7.

Indeed, 109 + 7 is prime.

Proposition 1.3.8. For each n ≤ ∞ there is exactly one cyclic group of order n, up to
isomorphism.

Proof. Exercise. �

A cyclic group of order n has an element of order n. Note that C2 × C2 is not cyclic, since
it does not have an element of order 4.

Proposition 1.3.9. Every subgroup of a cyclic group is cyclic.

Proof. Let G be a cyclic group, with generator g. For a subgroup H ⊆ G we will show
H = 〈gn〉 for some n ∈ N, so H is cyclic. The trivial subgroup is obviously of this form. So we
may suppose H is non-trivial. Let n be the smallest positive integer such that gn ∈ H. Such
an n must exist since H contains some power of g. We claim that every h ∈ H is a power of
gn. We know that h = gm for some m ∈ Z. By the division theorem in Z we have m = qn+ r
for some integers q and r such that 0 ≤ r < n. Therefore

h = gm = (gn)qgr,

and gr = (gn)−qh. Since gn ∈ H this shows that gr ∈ H. However, n was minimal, so that
0 ≤ r < n now implies r = 0. Thus n | m and h = gm ∈ 〈gn〉. This proves H = 〈gn〉. �
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Proposition 1.3.10. Let H ⊇ K be two subgroups of G. Then we have

(G : K) = (G : H)(H : K).

Proof. Exercise. �

Definition 1.3.11. A subgroup N of G is called normal, if gNg−1 = N for all g ∈ G. We
denote this by N / G.

Example 1.3.12. Let G = GL2(Z) = {A ∈ M2(Z) | det(A) = ±1} and N = {( 1 n
0 1 ) | n ∈

Z}. Then N is a subgroup which is not normal. On the other hand, SL2(Z) = {A ∈ M2(Z) |
det(A) = 1} is a normal subgroup of G.

For g = ( 0 1
1 0 ) ∈ G we have

g

(
1 n
0 1

)
g−1 =

(
1 0
n 1

)
6∈ N.

Clearly a subgroup N of G is normal, if and only if gN = Ng for all g ∈ G.

Lemma 1.3.13. Every subgroup H of G with (G : H) = 2 is normal.

Proof. If (G : H) = 2, then G = H ∪ gH as disjoint union. Hence gH is the complement
of H in G. The same argument shows that Hg is the complement of H in G. Thus we have
gH = G \H = Hg for all g ∈ G. �

Example 1.3.14. The subgroup Cn = {e, r, r2, . . . , rn−1} in Dn has index 2, and hence is
normal.

Example 1.3.15. Every subgroup of an abelian group is normal. The converse is not true:
every subgroup of the quaternion group Q8 is normal, but Q8 is not abelian.

The quaternion group is given by Q8 = {1,−1, i,−i, j,−j, k,−k} and composition defined
by i2 = j2 = k2 = −1 and ij = k, ji = −k, jk = i, kj = −i and ki = j, ik = −j. This comes
from the quaternion algebra R · 1⊕ R · i⊕ R · j ⊕ R · k. Its proper subgroups are given by

〈1,−1〉, 〈1,−1, i,−i〉, 〈1,−1, j,−j〉, 〈1,−1, k,−k〉.

They are all normal. Of course, Q8 is not abelian, as ij = −ji. We may represent Q8 as the
following subgroup of GL2(C):

e = ( 1 0
0 1 ) , a = ( 0 i

i 0 ) , a2 =
( −1 0

0 −1
)
, a3 =

(
0 −i
−i 0

)
,

b = ( 0 1
−1 0 ) , ab = ( −i 00 i ) , a2b = ( 0 −1

1 0 ) , a3b = ( i 0
0 −i ) .

Note that i here is not the group element in Q8, but i2 = −1 in C. For the group elements
we have made the relabeling

{1,−1, i,−i, j,−j, k,−k} ↔ {e, a2, a3b, ab, b, a2b, a, a3}.

We recall the following result.

Proposition 1.3.16. The kernel of a group homomorphism ϕ : G→ H is a normal subgroup
of G, and every normal subgroup occurs as the kernel of a homomorphism.
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In particular, SLn(K) is the kernel of the group homomorphism

det : GLn(K)→ K×,

and hence a normal subgroup of GLn(K). Also, the alternating group An is the kernel of the
signature group homomorphism sign : Sn → {1, 1}. Hence (Sn : An) = 2 and An is a normal
subgroup of Sn.

Also recall that if N is a normal subgroup of G, there is a unique group structure on the set
G/N of cosets of N in G for which π : G→ G/N , a 7→ aN is a homomorphism.

1.4. Permutation groups

We already have defined the symmetric group Sn by Sym(X), where X has n elements.
Consider a permutation π ∈ Sn given by

π =

(
1 2 3 · · · n

π(1) π(2) π(3) · · · π(n)

)
.

The pairs (i, j) with i < j and π(i) > π(j) are called the inversions of π, and π is said even or
odd according as the number of inversions is even or odd.

Definition 1.4.1. The sign of π ∈ Sn is defined by

sign(π) =
∏
i<j

π(i)− π(j)

i− j
.

We have sign(σ◦τ) = sign(σ)sign(τ) for all σ, τ ∈ Sn, so that sign: Sn → {±1}, π 7→ sign(π)
is a group homomorphism. For n ≥ 2 it is surjective so that its kernel is a normal subgroup of
order |Sn|/2 = n!/2, i.e., the alternating group An.

Recall that we can write every permutation in Sn as a disjoint product of cycles. For example,(
1 2 3 4 5 6 7 8
5 7 4 2 1 3 6 8

)
= (15)(27634)(8).

Its order is the lcm of the cycle orders, which are 2, 5 and 1, hence lcm(2, 5) = 10. Furthermore,
each permutation can be written as a product of transpositions, because

(i1i2 · · · ir) = (i1i2)(i2i3) · · · (ir−1ir)
for cycles of length r. Because sign is a homomorphism and the sign of a transposition (ij) is
−1 we have

sign(π) = (−1)t(π),

where t(π) is the number of transpositions in the decomposition of π.

Lemma 1.4.2. In Sn the conjugate of a cycle α = (i1 · · · ik) is given by

τατ−1 = (τ(i1) · · · τ(ik)).

Proof. Because of (τ−1τ)(ir) = ir and α(ir) = ir+1 mod k we have

τατ−1(τ(ir)) = τ(ir+1 mod k)

for all 1 ≤ r ≤ k. Let 1 ≤ j ≤ n such that j 6= ir for any r. Then α(j) = j since j is not in the
k-cycle α. Hence τατ−1(τ(j)) = τ(j), and τατ−1 fixes any number which is not of the form
τ(ir) for some i, and we have

τατ−1 = (τ(i1) · · · τ(ik)).
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�

Now the orbits of any element α in Sn form a partition

{1, 2, . . . , n} = O1 ∪ · · · ∪Ok,

which determine a partition of n by

n = n1 + n2 + . . .+ nk

with ni = |Oi|. For example, the element α = (15)(27634)(8) in S8 defines the partition

2 + 5 + 1 = 8.

Note that there are p(8) = 22 partitions of 8.

Proposition 1.4.3. Two elements α and β in Sn are conjugate if and only if they have
the same cycle type, i.e., if and only if they define the same partition of n. In particular, the
number of conjugacy classes in Sn is the number of partitions of n, i.e., we have k(Sn) = p(n).

Example 1.4.4. The following table lists the p(4) = 5 conjugacy classes in S4.

Partition Cycle type Elements
1 + 1 + 1 + 1 1 (1)

1 + 1 + 2 (ab) (12), (13), (14), (23), (24), (34)
1 + 3 (abc) (123), (132), (124), (142), (134), (143), (234), (243)
2 + 2 (ab)(cd) (12)(34), (13)(24), (14)(23)

4 (abcd) (1234), (1432), (1324), (1423), (1243), (1342)

The normal subgroup A4 consists of all elements of even parity, which are given by the cycle
types (1), (abc), (ab)(cd). Since this is a union of conjugacy classes, including (1), A4 is a
normal subgroup of S4. The same is true for the Kleinian 4-group

V4 = {(1), (12)(34), (13)(24), (14)(23)},
which is of course isomorphic to C2 × C2.

Lemma 1.4.5. The alternating group An is generated by cycles of length three.

Proof. Any π ∈ An is the product (possibly empty) of an even number of transpositions,
but the product of each two transpositions can always be written as a product of 3-cycles,
namely (ij)(jl) = (ijl) and

(ij)(kl) = (ij)(jk)(jk)(kl) = (ijk)(jkl)

for i, j, k, l distinct. �

Definition 1.4.6. A group G is called simple, if it does not have a proper normal subgroup.

Theorem 1.4.7 (Galois). The group An is simple for all n ≥ 5.

Proof. One can show that every non-trivial normal subgroup N of An for n ≥ 5 contains
a 3-cycle, and then must contain all 3-cycles. Hence, by Lemma 1.4.5, N = An.
Another proof uses induction and shows it for A5 as follows: the conjugacy class sizes are
1, 12, 12, 20, 15. A non-trivial normal subgroup must contain the conjugacy class of size 1, and
one or more other conjugacy classes. Thus, the order of any normal subgroup must be a sum
of some of these numbers, including the 1. By Lagrange’s theorem, the order must also divide
60. But no such sum among these numbers divides 60, other than 1 and 60 themselves. �
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Note that A2 is trivial, A3
∼= C3 and A4 has a proper normal subgroup isomorphic to C2×C2.

Corollary 1.4.8. The only normal subgroups of Sn for n ≥ 5 are 1, An and Sn.

Proof. If N is normal in Sn, then N ∩ An is normal in An. Hence either N ∩ An = An
or N ∩ An = 1. In the first case N ⊇ An. Since An has index 2 in Sn it follows that N = An
or N = Sn. In the second case, the map n 7→ nAn from N to Sn/An ∼= C2 is injective, and so
N has order 1 or 2. But it cannot have order 2 because no conjugacy class in Sn other than
{1} consists of a single element (and N is the union of conjugacy classes including the trivial
conjugacy class). �

We have seen that the conjugacy classes for Sn are determined by the cycle type. This
is different in the alternating groups. For example, (123) and (132) are not conjugate in A3

although they have the same cycle type, and therefore are conjugate in S3. The 3-cycles form
two different conjugacy classes in A3 and A4, but only one single class in all An, n ≥ 5. A
conjugacy class in Sn splits into two distinct conjugacy classes under the action of An if and
only if its cycle type consists of distinct odd integers. Otherwise, it remains a single conjugacy
class in An. Erdös, Dénes and Turán proved in 1969 the following result [5]:

Proposition 1.4.9. The number of conjugacy classes in An is given as follows:

k(An) =
p(n) + 3q(n)

2

= 2p(n) + 3
∑
r≥1

(−1)rp(n− 2r2).

Here q(n) is the number of partitions of n into distinct, odd parts.

Let us check it for A4. Of course, p(4) = 5, and only 4 = 1 + 3 is a partition into distinct,
odd parts, i.e., q(4) = 1. Hence k(A4) = 4. The other formula yields k(A4) = 2p(4)− 3p(2) =
10− 6 = 4. Indeed, the conjugacy classes of A4 are given by

C1 = {(1)}
C2 = {(123), (142), (134), (243)}
C3 = {(132), (124), (143), (234)}
C4 = {(12)(34), (13)(24), (14)(23)}

1.5. Groups of small order

How many different groups of a given order n are there ? This is a difficult question in
general, but we can answer it for “small” n. Let f(n) denote the number of different groups of
order n. We already know that f(p) = 1 for all primes p. The following table shows the result
up to n ≤ 16.
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n f(n) Groups
1 1 1
2 1 C2

3 1 C3

4 2 C4, C2 × C2

5 1 C5

6 2 C6, S3

7 1 C7

8 5 C8, C2 × C4, C2 × C2 × C2, Q8, D4

9 2 C9, C3 × C3

10 2 C10, D5

11 1 C11

12 5 C12, C2 × C6, C2 × S3, A4, C3 o C4

13 1 C13

14 2 C14, D7

15 1 C15

16 14 C16, C2 × C8, C4 × C4, C4 × C2 × C2, C2 × C2 × C2 × C2,
C2 ×D4, D8, C2 ×Q8, C4 o C4, G

1
16, G

2
16, G

3
16, G

4
16, G

5
16

We have f(p2) = 2, since there are only two groups of order p2 for a prime p, namely Cp × Cp
and Cp2 . For a proof see Proposition 2.2.10. For larger powers of p however, the number is
growing rapidly. We have the following result, see [8] for the lower bound and unpublished
work by Mike Newman and Craig Seeley for the upper bound.

Theorem 1.5.1 (Higman, Newman). The number of groups of prime power order pn is
bounded by

p
2
27
n2(n−6) ≤ f(pn) ≤ p

2
27
n3+O(n5/2)

There is the Millennium project by Besche, Eick and O’Brian [2] of classifying all groups of
order n ≤ 2000, which was published in 2002.

Theorem 1.5.2. There are exactly 49.910.529.484 different groups of order n ≤ 2000. More
than 99% of them have order 210. More precisely, f(210) = 49.487.365.422.

In fact, f(2k), for k = 1, . . . 10 is given by

1, 2, 5, 14, 51, 267, 2328, 56092, 10494213, 49487365422.

Pyber showd in 1993 the following estimate [10].

Proposition 1.5.3 (Pyber). The number of groups of order n is bounded by

f(n) ≤ n( 2
27

+o(1))e(n)2 ,

where e(n) ≤ log2(n) denotes the highest power of any prime dividing n.

For very small n we can easily do the classification now. The first non-trivial case is n = 4.

Proposition 1.5.4. Every group of order 4 is isomorphic to C4 or C2 × C2.

Proof. Let G be a group of order 4. If G has an element of order 4, then G ∼= C4.
Otherwise we have G = {e, a, b, c} and the order of a, b, c must be a proper divisor of 4, which
is 2. So we have a2 = b2 = c2 = e. Also, ab = c, because all other choices for ab are not
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possible, i.e., ab = e would give a = b−1 contradicting b = b−1, and ab = a would imply
b = e. Similarly, ab = b would imply a = e, a contradiction. The same argument shows that
ba = c = ab, ca = b = ac and cb = a = bc. Using these relations, it is easy to check that the
map f : G→ C2 × C2 is an isomorphism, where

f(e) = (1, 1), f(a) = (−1, 1), f(b) = (1,−1), f(c) = (−1,−1).

�

For n = 6 we can prove a more general result.

Proposition 1.5.5. Every group of order 2p for a prime p > 2 is isomorphic to C2p or Dp.
In particular, every group of order 6 is isomorphic to C3 or D3

∼= S3.

Proof. By Cauchy’s theorem 2.2.5, for every prime divisor p of |G| there is an element
of order p in G. We can apply this for p > 2 and 2. Denote by s the element of order
2, and by r the element of order p. Then Cp = 〈r〉 is a normal subgroup of G because of
(G : Cp) = 2, see Lemma 1.3.13. Obviously s 6∈ Cp, so that G = Cp ∪ Cps. This means
G = {1, r, . . . , rp−1, s, rs, . . . , rp−1s}. As Cp is normal, srs−1 = ri for some i ∈ Z. Because of
s2 = e we have

r = s2rs−2 = s(srs−1)s−1 = ri
2

.

This implies i2 ≡ 1 mod p, or i2 = 1 in the finite field Z/pZ. This quadratic equation has
exactly two solutions, namely i = ±1, i.e., i ≡ 1 mod p or i ≡ −1 mod p. In the first case
G is commutative (any group generated by a set of commuting elements is commutative), i.e.,
G = 〈r, s | rp = s2 = e, rs = sr〉 ∼= C2p. In the second case we have srs−1 = r−1, so that
G ∼= Dp. �

Proposition 1.5.6. Every group of order 8 is isomorphic to C8, C2×C4, C2×C2×C2, or
isomorphic to D4, Q8.

Proof. If G is abelian, we know by the theory of modules over a PID that G is isomorphic
to one of the groups C8, C2 × C4, C2 × C2 × C2. Hence suppose that G is non-abelian. The
non-identity elements in G have order 2 or 4. If g2 = e for all g ∈ G then G is abelian, so some
element x ∈ G must have order 4. Let y ∈ G \ 〈x〉. The subgroup 〈x, y〉 properly contains 〈x〉,
so 〈x, y〉 = G. Since G is non-abelian, x and y do not commute. Since 〈x〉 has index 2 in G, it
is a normal subgroup. Therefore

yxy−1 ∈ 〈x〉 = {e, x, x2, x3}.
Since yxy−1 has order 4, yxy−1 = x or yxy−1 = x3 = x−1. The first case is impossible, since x
and y do not commute. Therefore yxy−1 = x−1. The group G/〈x〉 has order 2, so

y2 ∈ 〈x〉 = {e, x, x2, x3}.
Since y has order 2 or 4, y2 has order 1 or 2. Thus y2 = 1 or y2 = x2. Putting this together,
g = 〈x, y〉 where either

x4 = e, y2 = e, yxy−1 = x−1,

or
x4 = e, y2 = x2, yxy−1 = x−1.

In the first case G ∼= D4, and in the second case G ∼= Q8. �



CHAPTER 2

Groups acting on sets

2.1. Definitions and examples

Definition 2.1.1. Let G be a group and X be a set. A (left) group action of G on X is a
mapping (g, x) 7→ gx, G×X → X such that

(1) g(hx) = (gh)x for all g, h ∈ G and all x ∈ X,
(2) ex = x for the neutral element e ∈ G and all x ∈ X.

The conditions imply that all left multiplications maps Lg belong to Sym(X). Axiom (1)
then just says that L : G → Sym(X), g 7→ L(g) = Lg is a homomorphism. The action is said
to be faithful, or effective, if the homomorphism L is injective, i.e., if

gx = x for all x ∈ X implies g = e.

Example 2.1.2. 1. The group GLn(K) acts on Kn by matrix multiplication (A, x) 7→ Ax.

2. Every group G acts on every set X by the trivial action, i.e., by gx = x for all g ∈ G and
all x ∈ X.

3. The symmetric group Sn acts by permutations on the set X = {1, 2, . . . , n}.
4. Every group G acts on itself by conjugation: with X = G the action is given by (g, x) 7→
gxg−1.

5. For any group G the automorphism group Aut(G) acts on G.

6. The group SL2(C) of complex 2×2 matrices A = ( a bc d ) with det(A) = 1 acts on the Riemann

sphere C = C ∪ {∞} by Moebius transformations

(A, z) 7→ A · z =
az + b

cz + d
,

with A · ∞ = a/c und A · (−d/c) =∞.

Let us verify the axioms for the last example. The identity matrix I acts by Iz = 1z+0
0z+1

= z.

For two matrices A = ( a bc d ), B =
(
α β
γ δ

)
we compute

15
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A · (B · z) = A ·
(
αz + β

γz + δ

)
=
a
(
αz+β
γz+δ

)
+ b

c
(
αz+β
γz+δ

)
+ d

=
(aα + bγ)z + (aβ + bδ)

(cα + dγ)z + (cβ + dδ)

=

(
aα + bγ aβ + bδ
cα + dγ cβ + dδ

)
· z

= (AB) · z.

Definition 2.1.3. Let G be a group acting on a set X. For x ∈ X the set

Gx = {gx | g ∈ G} ⊆ X

is called the orbit of x.

Example 2.1.4. Let G act on itself by conjugation. Then the G-orbits are just the conjugacy
classes. For x ∈ X = G the conjugacy class of x is the set

{gxg−1 | g ∈ G}.

The G-orbits of an action partition G. A subset of X is stable under the action if and only
if is a union of orbits. For example, a subgroup H of G is normal if and only if it is a union of
conjugacy classes (H is stable under the conjugation action).

Definition 2.1.5. An action of G on X is called transitive, if there is only one orbit, i.e.,
if for any two x, y ∈ X there exists a g ∈ G such that gx = y. The set X is then called a
homogeneous G-set.

For example, Sn acts transitively on X = {1, 2, . . . , n}, since there is a permutation sending
1 to any number, but a non-trivial group G acts never transitively on itself by conjugation,
because {e} is always its own conjugacy class. Hence there are at least two orbits.

Definition 2.1.6. Let G be a group acting on a set X. For x ∈ X the set

Gx = {g ∈ G | gx = x} ⊆ G

is called the stabilizer of x, or the isotropy group of x.

It is a subgroup of G, but need not be a normal subgroup. In fact we have the following
result.

Lemma 2.1.7. For g ∈ G and x ∈ X we have

gGxg
−1 = Ggx.

Proof. Let h ∈ Gx, i.e., hx = x. Then (ghg−1)gx = ghx = gx, hence ghg−1 ∈ Ggx. This
implies gGxg

−1 ⊆ Ggx. Conversely, if h(gx) = gx, then

(g−1hg)x = g−1(h(gx)) = g−1gx = x.

This means g−1hg ∈ Gx, or h ∈ gGxg
−1. �



2.2. THE CLASS EQUATION 17

Example 2.1.8. Let G act on itself by conjugation. Then the stabilizer of an element x ∈ X
is the so-called centralizer of x in G,

CG(x) = {g ∈ G | gx = xg}.

The center Z(G) of G is the intersection over all centralizers,

Z(G) =
⋂
x∈G

CG(x) = {g ∈ G | gx = xg ∀x ∈ G}.

For a subset S ⊆ X we define the stabilizer of S by

Stab(S) = {g ∈ G | gS = S}.
Again Stab(S) is a subgroup of G, and Stab(x) = Gx for an element x ∈ X. The same argument
as in the proof of Lemma 2.1.7 shows that

Stab(gS) = g · Stab(S) · g−1.

Example 2.1.9. Let G act on itself by conjugation, and let H be a subgroup of G. Then
the stabilizer of H is called the normalizer NG(H) of H in G:

NG(H) = {g ∈ G | gHg−1 = H}.

Note that NG(H) is the largest subgroup of G containing H as a normal subgroup.

Proposition 2.1.10. Let G act on a set X. Then the map

G/Gx → Gx, gGx 7→ gx

is an isomorphism of G-sets, i.e., it is bijective and G-invariant. We have |Gx| = (G : Gx).

Proof. The map is well-defined because, if h ∈ Gx, then ghx = gx. It is injective because
gx = g′x implies that g−1g′x = x, so that g and g′ lie in the same left coset of Gx. It is
surjective by construction, and obviously G-invariant. �

The result is sometimes called the Orbit Stabilizer Theorem, and is written

|G| = |Gx| · |Stab(x)|.

Corollary 2.1.11. The number of conjugates gHg−1 of a subgroup H of G is given by
(G : NG(H)).

2.2. The class equation

When X is finite, it is a union of a finite number of orbits, i.e.,

X =
m⋃
i=1

Oi.

This implies the following result.

Proposition 2.2.1. Let G act on X. Then, for xi ∈ Oi,

|X| =
m∑
i=1

|Oi| =
m∑
i=1

(G : Gxi).

When G acts on itself by conjugation, this formula becomes:
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Proposition 2.2.2 (Class equation).

|G| =
∑
x∈C

(G : CG(x))

= |Z(G)|+
∑
y∈C′

(G : CG(x)),

where x runs over a set C of representatives for the conjugacy classes, and y runs over a set C ′
of representatives for the conjugacy classes containing more than one element.

Note that each summand is a divisor of |G|. So each conjugacy class has size dividing |G|.
This does not follow from Lagrange since conjugacy classes need not be subgroups.

Example 2.2.3. The class equation for S4 is given by

|S4| = 24 = 1 + 6 + 8 + 3 + 6,

see Example 1.4.4. We have Z(S4) = 1.

Often the class equation completely characterizes the group, but there are some groups that
share the same class equation:

Example 2.2.4. Both non-abelian groups of order 8, D4 and Q8 have the class equation

8 = 1 + 1 + 2 + 2 + 2.

For the dihedral group D4, the elements e and r2 have a trivial conjugacy class, i.e., Z(D4) =
{e, r2}, whereas CG(r) = {e, r, r2, r3} so that the conjugacy class of r has (G : CG(r)) = 8

4
= 2

elements, namely {r, r3}. Similarly the conjugacy classes of s and sr are given by {s, sr2} resp.
{sr3, sr}. So the class equation is

8 = 1 + 1 +
8

4
+

8

4
+

8

4
= 1 + 1 + 2 + 2 + 2.

The central elements 1,−1 in Q8 have trivial conjugacy classes, so that Z(Q8) = {±1}, and
the conjugacy classes {i,−i}, {j,−j}, {k,−k} have size 2 each.

The class equation has some important consequences.

Theorem 2.2.5 (Cauchy). Let p be a prime which divides |G|. Then G contains an element
of order p.

Proof. We use induction on |G|. Suppose that there is an element y ∈ G\Z(G) such that
p - (G : CG(y)), then p | |CG(y)| because of

(G : 1) = (G : CG(y)) · (CG(y) : 1).

By induction hypothesis, there is an element of order p in CG(y), and hence in G. Hence we
may suppose that p divides all of the terms (G : CG(y)) in the class equation for non-central
elements y. But then we also have p | |Z(G)|. Since Z(G) is abelian it follows from the structure
theorem that it contains an element of order p. �

Proposition 2.2.6. A finite group G is a p-group, i.e., has pm elements if and only if every
element has order a power of p.

Proof. If |G| = pm then Lagrange’s theorem shows that the order of every element is a
divisor of pm and hence a p-power. Conversely, if q | |G| for a prime q 6= p, then there is an
element g ∈ G with ord(g) = q 6= pk by Cauchy’s theorem. This is a contradiction to the
assumption, so that we obtain |G| = pm for some m. �
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Proposition 2.2.7. Let G be a non-trivial finite p-group. Then its center is non-trivial.

Proof. By assumption (G : 1) is a power of p, so that all terms over y ∈ C ′ in the class
equation are divisible by p. This implies p | |Z(G)|. �

Proposition 2.2.8. A group of order pn has normal subgroups of every possible order
1, p, . . . , pn.

Proof. We use induction on n. Since Z(G) contains an element g of order p by Proposition
2.2.7, N = 〈g〉 is a normal subgroup of order p. Then |G/N | = pn−1, and we may apply the
induction hypothesis. But the normal subgroups of G/N correspond to normal subgroups of G
containing N , so the claim follows for G. �

Lemma 2.2.9. Suppose G contains a subgroup H with H ⊆ Z(G) such that G/H is cyclic.
Then G is abelian.

Proof. Let a be an element in G whose image in G/N generates it. Then every element
of G can be written g = ajh with h ∈ H and j ∈ Z. Because of H ⊆ Z(G) we have

aih · ajh′ = aiajhh′

= ajaih′h

= ajh′ · aih.

�

Proposition 2.2.10. Every group of order p2 for a prime p is commutative, and hence
isomorphic to Cp × Cp or Cp2.

Proof. By Lagrange we have |Z(G)| ∈ {1, p, p2}, and because of Proposition 2.2.7 we can
exclude order 1, which means that |G/Z(G)| ∈ {1, p}. In either case, G/Z(G) is cyclic so that
G is abelian by Lemma 2.2.9. �

How many groups of order p3 are there? For p = 2 we have answered this in Proposition
1.5.6. For any prime p we consider the group

Aff(Z/(p2)) =

{(
a b
0 1

)
| a, b ∈ Z/(p2), a 6= 0

}
⊆ GL2(Z/(p2))

of order p2ϕ(p2) = p3(p − 1), which is called the affine group over the ring Z/(p2). It has a
unique “Sylow p-subgroup” Γ(p), i.e., a normal subgroup of order p3 given by

Γ(p) =

{(
a b
0 1

)
| a, b ∈ Z/(p2), ap = 1 in (Z/(p2))×

}
.

It is the kernel of the homomorphism Aff(Z/(p2))→ (Z/(p2))× given by ( a b0 1 ) 7→ ap, and it has
an element of order p2, namely ( 1 1

0 1 ).

The Heisenberg group over Z/(p) is defined by

Heis(Z/(p)) =


1 a b

0 1 c
0 0 1

 | a, b, c ∈ Z/(p)

 .
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For p = 2 the groups Γ(2) and Heis(Z/(2)) are both isomorphic to D4. For p > 2 we obtain
two non-isomorphic groups which are both non-abelian. In fact, all non-trivial elements in
Heis(Z/(p)) for p > 2 have order p, since1 a b

0 1 c
0 0 1

p

=

1 0 p(p−1)
2

ac
0 1 0
0 0 1

 = I,

because p(p−1)
2
≡ 0 mod p for all p > 2. This is not the case in the group Γ(p), as we have seen.

Theorem 2.2.11. Every group of order p3 for a prime p > 2 is isomorphic to one of the
groups Cp × Cp × Cp, Cp × Cp2, Cp3, Heis(Z/p) or Γ(p).

The proof is due to Hölder (1893).

2.3. The Sylow theorems

Definition 2.3.1. Let G be a group and let p be a prime dividing |G|. A subgroup of G is
called a Sylow p-subgroup of G if its order is the highest p-power dividing |G|.

Example 2.3.2. P = {(1), (123), (132)} is a Sylow 3-subgroup of S4, and

Q = {(1), (1234), (13)(24), (1432), (24), (14)(23), (13), (12)(34)}
is a Sylow 2-subgroup of S4 which is isomorphic to D4.

Here we have |S4| = 24 = 23 · 3, and r = (1234), s = (24).

Lemma 2.3.3. Let H be a p-group acting on a finite set X, and let XH be the set of points
fixed by H, then

|X| ≡ |XH | mod p.

In particular we have
|H| ≡ |Z(H)| mod p.

Proof. By the orbit-stabilizer theorem we have (H : Stab(x0)) = |Hx0|. Because H is a
p-group this is a power of p, and either Hx0 consists of a single element, or |Hx0| is divisible
by p. Since X is the disjoint union of the orbits, the first claim follows. When we apply this to
the action by conjugation, the second claim follows. �

Theorem 2.3.4 (Sylow I). Let G be a finite group and p be a prime. If pr | |G| for some
r ≥ 1, then G has a subgroup of order pr.

Proof. By Proposition 2.2.8 it suffices to prove the statement where pr || |G| is the highest
power of p dividing the order of G, because if G has a subgroup of order pr, then it also has
subgroups of all possible lower orders 1, p, p2, . . . , pr. So we may assume that |G| = prm with
p - m. Let

X = {S ⊆ G | |S| = pr}.
Define a G-action on X by

(g, A) 7→ gA = {ga | a ∈ A}.
Let A ∈ X, i.e., A = {g1, . . . , gpr}, and let

H = Stab(A) = {g ∈ G | gA = A}.
For any gi ∈ A the map h 7→ hgi, H → A is injective because of the cancellation law, and so

(H : 1) ≤ |A| = pr.
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So in the equation
(G : 1) = (G : H)(H : 1)

we know that (G : 1) = prm with p - m, and (H : 1) = pk with k ≤ r, and that (G : H) is the
number of elements in the orbit of A. Hence it is enough to find one set A such that p doesn’t
divide the number of elements in its orbit, because then we can conclude (for this particular
A) that the subgroup H = Stab(A) has order pr, and we are done. The number of elements in
X is

|X| =
(
prm

pr

)
=

(prm)(prm− 1) · · · (prm− i) · · · (prm− pr + 1)

pr(pr − 1) · · · (pr − i) · · · (pr − pr + 1)
.

Because of i < pr the power of p dividing prm− i equals the power of p dividing i. The same
is true for pr − i. Therefore the corresponding terms on top and bottom are divisible by the
same powers of p, and so p does not divide |X|. Because the orbits form a partition of X, at
least one orbit (for a set A) is not divisible by p. This finishes the proof. �

Corollary 2.3.5. The converse of Lagrange’s theorem is true for p-groups.

The converse of Lagrange’s theorem is false in general: if G is a finite group and d | |G|,
then there may not be a subgroup of G with order d. The simplest example of this is the group
A4, of order 12, which has no subgroup of order 6. For an elegant proof see section 3.4, which
has more results on the converse of Lagrange’s theorem. Of course, we also can just list all
subgroups of A4 by hand:

Example 2.3.6. The subgroups of A4 are given as follows:

Order # Subgroups
1 1 {(1)}
2 3 {(1), (12)(34)}, {(1), (13)(24)}, {(1), (14)(23)}
3 4 {(1), (123), (132)}, {(1), (243), (234)} , {(1), (142), (124)},

{(1), (134), (143)}
4 1 {(1), (12)(34), (13)(24), (14)(23)}
12 1 {1, (12)(34), (13)(24), (14)(23), (123), (243), (142), (134),

(132), (143), (234), (124)}

This also shows that there is no subgroup of order 6 in A4, although 6 | 12 = |A4|. According
to Sylow I there is a subgroup of order 2, 22, and 3. The group of order 4 is the unique Sylow
2-subgroup, and the four groups of order 3 the Sylow 3-subgroups.

Example 2.3.7. The subgroup U of upper unitriangular matrices in the group G = GLn(Fp)
forms a Sylow p-subgroup of G.

A triangular matrix is called unitriangular, if all diagonal elements are 1. It is clear that

|U | = p
n(n−1)

2 ,

and a simple counting argument shows that

|G| = (pn − 1)(pn − p)(pn − p2) · · · (pn − pn−1)

= p
n(n−1)

2 ·m,
where p - m. Hence U is a Sylow p-subgroup of G.

Sylow I gives another proof of Cauchy’s Theorem 2.2.5:
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Corollary 2.3.8 (Cauchy). If p divides |G|, then G contains an element of order p.

Proof. By Sylow I, G has a subgroup of order p. Hence any g 6= e is an element of order
p in G. �

Lemma 2.3.9. let P be a Sylow p-subgroup of G, and let H be a p-subgroup. If H normalizes
P , i.e., if H ⊆ NG(P ), then H ⊆ P . In particular, no Sylow p-subgroup of G other than P
normalizes P .

Proof. Because H and P are subgroups of NG(P ) with P normal in NG(P ), HP is a
subgroup. The second isomorphism theorem yields

H/H ∩ P ∼= HP/P.

Therefore (HP : P ) is a power of p, because (H : 1) is a power of p by assumption. But we
have

(HP : 1) = (HP : P )(P : 1),

and (P : 1) is the largest power of p dividing (G : 1), hence also the largest power of p dividing
(HP : 1). Thus (HP : P ) = p0 = 1, and H ⊆ P . �

Theorem 2.3.10 (Sylow II). Any two Sylow p-subgroups are conjugate.

Proof. Let X be the set of Sylow p-subgroups in G, and let G act on X by conjugation,
i.e., by

(g, P ) 7→ gPg−1.

Let O be one of the G-orbits. We have to show that O = X. Let P ∈ O, and let P act through
the action of G. This single G-orbit O may break up into several P -orbits, and one of them
will be P . In fact this is the only one-point orbit because {Q} is a P -orbit if and only if P
normalizes Q, which happens only for Q = P , by Lemma 2.3.9. Hence the number of elements
in every P -orbit other than {P} is divisible by p, and we have

|O| ≡ 1 mod p.

Suppose that there exists a P 6∈ O. Then the previous argument gives that the number of
elements in every P -orbit is divisible by P , because there are no one-point orbits in this case.
So we obtain |O| ≡ 0 mod p, a contradiction. Hence there is no P with P 6∈ O, so that
O = X. �

Theorem 2.3.11 (Sylow III). Let sp be the number of Sylow p-subgroups in G and let
|G| = prm with p - m. Then sp | m, and sp = (G : NG(P )) for any Sylow p-subgroup P of G.
We have

sp ≡ 1 mod p.

Proof. In the proof of Sylow II we already showed that sp = |O| ≡ 1 mod p. Let P be a
Sylow p-subgroup of G. In Corollary 2.1.11 we showed that the number of conjugates of P is
(G : NG(H)). But this is just sp. We have

(G : NG(P )) =
(G : 1)

(NG(P ) : 1)

=
(G : 1)

(NG(P ) : P )(P : 1)

=
m

(NG(P ) : P )
,
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which is a factor of m. Hence sp | m. �

Corollary 2.3.12. Every p-subgroup of G is contained in a Sylow p-subgroup.

Proof. Let H be a p-subgroup of G, and let H act on the set X of Sylow p-subgroups by
conjugation. Because |X| = sp is not divisible by p by Sylow III, XH must be nonempty by
Lemma 2.3.3. This means that at least one H-orbit consists of a single Sylow p-subgroup. But
then H normalizes P and Lemma 2.3.9 implies that H ⊆ P . �

Corollary 2.3.13. A Sylow p-subgroup P of G is normal if and only if it is the only Sylow
p-subgroup.

Proof. Suppose that P is normal. Then, by Sylow II, P is the only Sylow p-subgroup:
another Sylow p-subgroup Q satisfies Q = gPg−1 = P . Conversely, suppose that sp = 1. Then
gPg−1 = P , so that P is normal. �

Corollary 2.3.14. Suppose that G has only one Sylow p-subgroup for each prime p dividing
|G|. Then G is a direct product of its Sylow p-subgroups.

Proof. Let P1, . . . , Pk be the Sylow-subgroups of G, and let |Pi| = prii with the differ-
ent primes pi which divide |G|. By Corollary 2.3.13 each Pi is normal in G, so that the
product P1 · · ·Pk is also normal in G. We shall prove by induction on k that |P1 · · ·Pk| =
pr11 · · · p

rk
k . For k = 1 there is nothing to prove, so that we may assume that k ≥ 2 and

|P1 · · ·Pk−1| = pr11 · · · p
rk−1

k−1 . Then P1 · · ·Pk−1 ∩ Pk = 1, so that (P1 · · ·Pk−1)Pk is the direct
product of P1 · · ·Pk−1 and Pk, and thus has order pr11 · · · p

rk
k . Finally, G is the direct product

of its Sylow p-subgroups, because G is the product of them, each one is normal in G, and all
intersections Pj ∩ (P1 · · ·Pj−1Pj+1 · · ·Pk) are trivial. �

Example 2.3.15. Every group G of order 99 is commutative.

We have 99 = 32 · 11 and s11 | 9, s11 ≡ 1 mod 11. This implies s11 = 1. Hence there is
exactly one Sylow 11-subgroup H, which is normal in G. Similarly, s3 | 11 and s3 ≡ 1 mod 3,
so that s3 = 1. Hence there is exactly one Sylow 3-subgroup K, which is normal in G. By
Corollary 2.3.14, G = H ×K, and both H and K are commutative. Hence G is commutative.

Remark 2.3.16. The same argument shows that every group of order p2q with primes p < q
and q 6≡ 1 mod p is commutative.

Lemma 2.3.17. Let G be a finite group and p be the smallest prime dividing |G|. Then any
subgroup H of index p is normal in G.

Proof. Let H be a subgroup of G such that (G : H) = p. Let G act on the set of left
cosets G/H by left multiplication. This action is non-trivial, so that it gives rise to a non-trivial
group homomorphism

θ : G→ Sym(G/H) = Sp.

Since the action is transitive, ker(θ) is the largest normal subgroup N of G contained in H.
Suppose that N 6= H. We have

(G : N) = (G : H)(H : N) = p(H : N).

Since we assume that (H : N) > 1, there exists a prime q dividing it. Since p is the smallest
prime dividing |G| we have p ≤ q. Hence

pq | (G : N) =
|G|
|N |

= |im(θ)| | p! = |Sp|.
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But pq | p! is impossible for q ≥ p, and we obtain a contradiction. Hence N = H is a normal
subgroup of G. �

We can apply this Lemma together with the Sylow Theorems to show that groups of a
certain order always have a non-trivial proper normal subgroup. hence they cannot be simple.

Proposition 2.3.18. Let G be a group of order pqr for primes p < q and r ≥ 1. Then G
is not simple.

Proof. Let H be a Sylow q-subgroup of G. Then Lemma 2.3.17 shows that H is normal.
Since |H| = qr, this is a proper normal subgroup. �

We mention the following result of Burnside.

Theorem 2.3.19 (Burnside 1901). Let G be a group of order prqs for primes p < q and
r, s ≥ 1. Then G is not simple.

This result cannot be generalized to groups of order pr11 p
r2
2 p

r3
3 , because |A5| = 60 = 22 · 3 · 5,

and A5 is simple. It turns out that the smallest non-abelian simple group has order 60. The
Sylow Theorems show that there is no other simple group of order 60 besides A5.

Proposition 2.3.20. Every simple group of order 60 is isomorphic to A5.

Proof. Suppose that G is simple, and |G| = 60. Then s5 ≥ 2, because otherwise the Sylow
5-subgroup would be a proper normal subgroup of G. We have s5 | 12 and s5 ≡ 1 mod 5, so
that s5 = 6.

Case 1: There exists a subgroup U 6= G of index n = (G : U) ≤ 5.
In this case the action of G on the cosets G/U yields a non-trivial homomorphism

ϕ : G ↪→ Sym(G/U) = Sn

for n ≤ 5. Since G is simple, ker(ϕ) must be trivial, because ϕ is non-trivial. This implies
n = 5. Then G is a normal subgroup of index 2 in S5, so that G ∼= A5 by Corollary 1.4.8.

Case 2: For each proper subgroup U ≤ G we have (G : U) ≥ 6.
We will show that this case cannot occur. Let P be a Sylow 2-subgroup of G. We have s2 ≥ 2
and s2 | 15, s2 ≡ 1 mod 2, so that s2 = 3, 5, 15. Actually we have

s2 = (G : NG(P )) ≥ 6

by assumption, so that s2 = 15. We need a further case distinction.

Case 2a: For each two different Sylow 2-subgroups P and Q we have P ∩Q = 1.
In this case we have 15(4 − 1) elements of order 2 or 4 (the non-identity elements in the 15
Sylow 2-subgroups), and 6(5− 1) elements of order 5, from the 6 Sylow 5-subgroups. Together
we would have

(G : 1) ≥ 15(4− 1) + 6(5− 1) + 1 = 70,

which is a contradiction to (G : 1) = 60.

Case 2b: There exist two different Sylow 2-subgroups P and Q of G with P ∩Q 6= 1.
Let R = P ∩ Q. As |R| divides |P | = 4, we have |R| = 2, 4. However, |R| = 4 would imply
that P = Q = P ∩ Q, a contradiction. Hence |R| = 2. Now NG(R) 6= G, because otherwise
R would be a proper normal subgroup of G, contradicting the assumption that G is simple.
The Sylow 2-subgroups are of order 4, hence commutative. So P and Q are abelian, and thus
P,Q ≤ NG(R). Let S = 〈P,Q〉. We have S ≤ NG(R), and hence S 6= G. Also, 4 | |S|, |S| | 60
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and |S| > 4, since otherwise P = Q = S, a contradiction. So |S| = 12, 20 and (G : S) ≤ 60
12

= 5,
which is a contradiction to the assumption of Case 2. �

Lemma 2.3.21. If p and q are different prime factors of |G| with sp = sq = 1, then the
elements of the p-Sylow subgroup commute with the elements of the q-Sylow subgroup.

Proof. Let P be the p-Sylow subgroup and Q be the q-Sylow subgroup. Since P and Q
have relatively primes sizes, P ∩Q = 1 by Lagrange. The subgroups P and Q are normal in G
by Corollary 2.3.13. For a ∈ P and b ∈ Q we have

aba−1b−1 = (aba−1)b−1 = a(ba−1b−1) ∈ P ∩Q = 1,

so that ab = ba. �

Proposition 2.3.22. Let G be a group of order pq with primes p < q and q 6≡ 1 mod p.
Then G is cyclic.

Proof. By Cauchy’s Theorem, G has an element a of order p and an element b of order q.
Let P = 〈a〉 and Q = 〈b〉. These subgroups have size p and q, and P is a Sylow p-subgroup, Q
is a Sylow q-subgroup. By Sylow III we have sp | q and sp ≡ 1 mod p. Since q 6≡ 1 mod p we
must have sp = 1, so that P is normal in G. Similarly we have sq | p and sq ≡ 1 mod q. Since
1 < p < q and q 6≡ 1 mod p we must have sq = 1 as well. Therefore Q is normal in G. Now we
can apply Lemma 2.3.21 to show that the elements of P commute with the elements of Q. If
we apply this to the generators a and b, we have ab = ba, and ord(a) and ord(b) are coprime.
Hence ord(ab) = pq, and ab generates G. �

Example 2.3.23. Every group of order 15 is cyclic.

Proposition 2.3.24. Let G be the group GL2(Fp) for p prime. Then any element of order
p in G is conjugate to an upper unitriangular matrix ( 1 a

0 1 ). The number of Sylow p-subgroups
is p+ 1.

Proof. The order of G is (p2−p)(p2−1) = p(p+1)(p−1)2. Therefore a Sylow p-subgroup
has size p. The matrix ( 1 1

0 1 ) has order p, hence it generates a Sylow p-subgroup P , which
consists of all upper unitriangular matrices. Since all Sylow p-subgroups are conjugate, any
matrix of order p in G is conjugate to some power of ( 1 1

0 1 ).
By Sylow III, the number of Sylow p-subgroups is given by (G : NG(P )). Let us compute
NG(P ). For a matrix ( a bc d ) to lie in NG(P ) means it conjugates ( 1 1

0 1 ) to some power ( 1 a
0 1 ).

Since (
a b
c d

)(
1 1
0 1

)(
a b
c d

)−1
=

1

ad− bc

(
ad− bc− ac a2

−c2 ad− bc+ ac

)
,

we see that ( a bc d ) ∈ NG(P ) precisely when c = 0. Therefore NG(P ) = {( a b0 d )} in G, which has
size p(p− 1)2. It follows that

sp = (G : NG(P )) =
p(p+ 1)(p− 1)2

p(p− 1)2
= p+ 1.

�

Corollary 2.3.25. The number of elements of order p in GL2(Fp) is p2 − 1.

Proof. Each Sylow p-subgroup has p−1 elements of order p. Different Sylow p-subgroups
only intersect trivially, so the number of elements of order p is (p− 1)sp = p2 − 1. �
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After Theorem 2.2.10 we had claimed that Aff(Z/(p2) has a unique Sylow p-subgroup,
namely Γ(p). We can now prove this.

Proposition 2.3.26. The group Aff(Z/(p2)) for p prime has a unique Sylow p-subgroup.

Proof. The group has order p3(p− 1), so a Sylow p-subgroup has order p3. By Sylow III
we have sp | (p− 1) and sp ≡ 1 mod p. Therefore sp = 1. �

This unique Sylow p-subgroup Γ(p) is a non-abelian group of order p3. It has an element of
order p2, namely ( 1 1

0 1 ). Therefore it is not isomorphic to Heis(Z/(p)) for p > 2, since in that
case every non-identity element of Heis(Z/(p)) has order p, see the computation after Theorem
2.2.10. Hence we have the following result.

Corollary 2.3.27. The groups Γ(p) and Heis(Z/(p)) of order p3 are non-isomorphic for
p > 2, and isomorphic for p = 2.

2.4. Semidirect products

A semidirect product of two groups is a generalization of the direct product, involving
group automorphisms. We recall that inner automorphisms of G are of the form ig, given by
ig(x) = gxg−1.

Lemma 2.4.1. Let G be a group. Then G/Z(G) ∼= Inn(G).

Proof. Consider the map ϕ : G → Aut(G), g 7→ ig. It is a homomorphism with kernel
Z(G). By the isomorphism theorem, G/ ker(ϕ) ∼= im(ϕ), which gives the claim. �

Example 2.4.2. The inner automorphism group of Q8 is isomorphic to C2 × C2.

Since Z(Q8) = {±1}, Inn(Q8) ∼= Q8/{±1} ∼= C2 × C2. In fact, Aut(Q8) ∼= S4.

Lemma 2.4.3. Inn(G) is a normal subgroup of Aut(G).

Proof. Clearly Inn(G) is a subgroup. Let g ∈ G and α ∈ Aut(G). Then we have

(α ◦ ig ◦ α−1)(x) = α(g · α−1(x) · g−1)
= α(g) · x · α(g)−1

= iα(g)(x).

�

Definition 2.4.4. Let G be a group. The quotient group

Out(G) = Aut(G)/Inn(G)

is called the outer automorphism group of G. If Out(G) is trivial and G has a trivial center,
then G is said to be complete.

A group G is complete if and only if the map g 7→ ig, G → Inn(G) is an isomorphism.
Hence a complete group is isomorphic to its automorphism group: G ∼= Aut(G). The converse
need not be true. In fact, D4

∼= Aut(D4), but D4 is not complete, because it has a non-trivial
center.
Clearly an abelian groups satisfies Aut(G) = Out(G), but the converse is not true. For example,
Aut(S3) ∼= Out(S3) ∼= S3, but S3 is not commutative.

We mention the following result.
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Proposition 2.4.5. The group Sn is complete for n 6= 2, 6.

We have Out(S6) ∼= C2, so that S6 is not complete. Also Z(S2) = S2, and hence S2 is not
complete.

Let N be a normal subgroup of G. Each element g ∈ G defines an automorphism of N by
n 7→ gng−1, and this defines a homomorphism

θ : G→ Aut(N), g 7→ ig|N .

Suppose that there exists a subgroup Q of G such that the canonical homomorphism π : G→
G/N maps Q isomorphically onto G/N . In this case we can reconstruct G from the triple
(N,Q, θ|Q). Indeed, every g ∈ G can be written uniquely in the form g = nq with n ∈ N and
q ∈ Q, where q must be the unique element of Q mapping to gN ∈ G/N , and n must be gq−1.
Thus we have a one-to-one correspondence of sets

G↔ N ×Q.

The product of two elements g = nq and g′ = n′q′ is given as follows

gg′ = (nq)(n′q′)

= n(qn′q−1)qq′

= n · θ(q)(n′) · qq′.

Definition 2.4.6. A group G is the semidirect product of its subgroups N and Q, if N is
normal and G→ G/N induces an isomorphism Q→ G/N . We write G = N oQ.

More precisely we write G = N oθQ, where θ : Q→ Aut(N) gives the action of Q on N by
inner automorphisms. Note that Q need not be a normal subgroup of G.

Remark 2.4.7. Equivalently, G is a semidirect product of its subgroups N and Q if N is
normal in G, NQ = G, and N ∩Q = 1.

Example 2.4.8. 1. In Dn for n ≥ 2 we have N = 〈r〉 = Cn and Q = 〈s〉 = C2 with

Dn = N oθ Q = Cn oθ C2,

where θ(s)(ri) = r−i.

2. Sn = An o C2, because An is a normal subgroup of index 2 in Sn, so that Q = {(12)} maps
isomorphically onto Sn/An.

3. The group Cp2 for p prime is not a semidirect product of non-trivial subgroups, because it
has only one subgroup of order p.

4. Also Q8 cannot be written as a semidirect product of two non-trivial subgroups.

We can construct the semidirect product N oθ Q from two groups N and Q and a homo-
morphism θ : Q→ Aut(N) as follows. As a set, let G = N ×Q, and define the composition in
G by

(n, q)(n′, q′) = (n · θ(q)(n′), qq′).(2.1)

Proposition 2.4.9. The above composition law makes G into a group, which is the semidi-
rect product N oθ Q.
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Proof. Writing qn for θ(q)n we have

((n, q)(n′, q′))(n′′, q′′) = (n · qn′ · qq
′
n′′, qq′q′′)

= (n, q)((n′, q′)(n′′, q′′)).

Hence the associative law holds. Because θ(1) = 1 and q1 = 1,

(1, 1)(n, q) = (n, q) = (n, q)(1, 1).

Hence (1, 1) is an identity element. Also,

(n, q)(q
−1

n, q−1) = (1, 1)

= (q
−1

n, q−1)(n, q),

and so (q
−1
n, q−1) is an inverse for (n, q). Thus G is a group. It is not difficult to see that N is

a normal subgroup with QN = G and N ∩Q = 1, so that G = N oQ. Moreover, when N and
Q are regarded as subgroups of G, the action of Q on N is that given by θ. �

Remark 2.4.10. The direct product N ×Q is isomorphic to the semidirect product N oθQ
if and only if θ is the trivial homomorphism Q → Aut(N) given by θ(q)(n) = n for all q ∈
Q, n ∈ N .

Example 2.4.11. Every group of order 6 is a semidirect product, namely C6
∼= C3×C2 and

S3
∼= C3 oθ C2.

Indeed, there are only two homomorphisms θ : C2 → Aut(C3) ∼= C2. The trivial one gives
rise the the direct product C3 × C2, and the other one to C3 oθ C2. In fact, it coincides with
the semidirect product D3 = C3 oθ C2 from Example 2.4.8, and we have D3

∼= S3.

Example 2.4.12. We have Isom(Rn) ∼= T (n) oθ On(R), where T (n) denotes the normal
subgroup of translations, and θ is the natural inclusion

θ : On(R)→ Aut(T (n)).

Example 2.4.13. Every non-abelian group of order p3 for p > 2 is a semidirect product.

Such a group either has an element a of order p2, or it doesn’t. In the first case let N = 〈a〉,
and Q = 〈b〉 for an element b of order p. Then Aut(N) ∼= Cp−1 × Cp, and the second factor is
generated by the automorphism β : a 7→ a1+p. We have βk(a) = a1+kp. Define θ : Q→ Aut(N)
by b 7→ β. The group G := N nθ Q has generators a, b and defining relations

ap
2

= 1, bp = 1, bab−1 = a1+p.

It is isomorphic to the group Γ(p).

In the second case, take two different elements a, b of order p, and let N = 〈a, b〉 be the product
of the cyclic groups 〈a〉 and 〈b〉. Let Q = 〈c〉 with another element c of order p. Define
θ : Q→ Aut(N) to be the homomorphism such that

θ(ci)(a) = abi, θ(ci)(b) = b.

The group G := N nθ Q is of order p3, with generators a, b, c and defining relations

ap = bp = cp = 1, ab = cac−1, [b, a] = [b, c] = 1,

where [g, h] := ghg−1h−1 denotes the commutator of two elements. This group is isomorphic
to Heis(Z/(p)). For p > 2 it does not have an element of order p2. When p = 2, then G ∼= D4,
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which does have an element of order 22.

We can now extend Proposition 2.3.22.

Proposition 2.4.14. Let G be a group of order pq with primes p < q. If q 6≡ 1 mod p, then
G ∼= Cpq. If q ≡ 1 mod p, then G is isomorphic to either Cpq, or to the non-abelian group{(

a b
0 1

)
| a ∈ (Z/(q))×, b ∈ Z/(q), ap ≡ 1 mod q

}
∼= Cq o Cp.

Proof. Let P be a Sylow p-subgroup of G, and Q be a Sylow q-subgroup of G. We have
P ∼= Cp, Q ∼= Cq and (G : Q) = p, which is the smallest prime dividing (G : 1). By Lemma
2.3.17, Q is normal. Because P maps bijectively onto G/Q, we have that G = Q o P . Since
Aut(Q) ∼= Cq−1 we obtain G = Q × P ∼= Cq × Cp ∼= Cpq, unless p | (q − 1), i.e., q ≡ 1 mod p.
In that case the cyclic group Aut(Q) has a unique subgroup A of order p. In fact, A consists
of the automorphisms x 7→ xi for i ∈ Z/qZ with ip = 1. Let a and b be generators of P and Q
respectively, and let the action of a on Q by conjugation be x 7→ xj with j 6= 1 in Z/qZ. Then

G = 〈a, b | ap = bq = 1, aba−1 = bj〉,

which is the semidirect product Qo P with this action of P on Q by conjugation. Choosing a
different j amounts to choosing a different generator a for P , and so gives a group isomorphic
to G. By definition, this group is non-abelian. In fact it is isomorphic to the subgroup of
Aff(Z/(q)) given above. �

The semidirect product of C3 and C4 given by the unique non-trivial homomorphism

θ : C4 → Aut(C3) ∼= C2,

namely the one sending a generator of C4 to the map a 7→ a2, gives a non-abelian group C3oθC4

of order 12. There are only two more non-abelian groups of order 12, namely the obvious direct
product C2 × S3, and the alternating group A4.

Proposition 2.4.15. There are 5 different groups of order 12, namely C12 and C2 × C6

and the three non-abelian groups C2 × S3, A4 and C3 o C4.

Proof. Let G be a group of order 12, and let P be a Sylow 3-subgroup. We may assume
that G is non-abelian.

Case 1: Assume that P is not normal. Then P does not contain a non-trivial normal subgroup
of G, and so the action on the left cosets

ϕ : G→ Sym(G/P ) ∼= S4

is injective, and its image is a subgroup of order 12 in S4. By Sylow III, s3 = 4, so that G
has exactly 8 elements of order 3. But all elements of S4 of order 3 are in A4, and so ϕ(G)
intersects A4 in a subgroup with at least 8 elements.. By Lagrange’s Theorem ϕ(G) = A4, and
so G ∼= A4.

Case 2: Assume that P is normal. Then G = P o Q with a Sylow 2-subgroup Q of order
4. Either Q ∼= C4 or Q ∼= C2 × C2. In the first case there is a unique non-trivial map
Q ∼= C4 → Aut(P ) ∼= C2, and hence we obtain the group C3 oθ C4 from above. In the second
case there are exactly 3 non-trivial homomorphisms θ : Q → Aut(P ), but the three groups
resulting are all isomorphic to S3 × C2 with C2

∼= ker(θ). �
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Remark 2.4.16. Note that

Aff(Z/(6)) ∼= D6
∼= D3 × C2

∼= S3 × C2,

and
PSL2(F3) ∼= A4.

Indeed, PSL2(F3) has no normal Sylow 3-subgroup, and hence is isomorphic to A4 by the above
proof.

Proposition 2.4.17. Let G be a group of order 2pn, 4pn, or 8pn for an odd prime p. Then
G is not simple.

Proof. Let |G| = 2mpn with 1 ≤ m ≤ 3, P be a Sylow p-subgroup of G, and N = NG(P ),
so that sp = (G : N). By Sylow III we have sp | 2m and sp ≡ 1 mod p. If sp = 1, then P is
normal and G is not simple. Hence sp = 4 or sp = 8.

Case 1: sp = 4, m ≥ 2 and 4 ≡ 1 mod p, i.e., p = 3. The action by conjugation of G on the
set of Sylow 3-subgroups defines a homomorphism G → S4, which must be injective, because
G is simple. Therefore 2m3n = |G| | 4!, and hence n = 1. Now a Sylow 2-subgroup Q has index
3, and so we have a homomorphism ϕ : G → Sym(G/Q) ∼= S3. Then ker(ϕ) is a non-trivial
normal subgroup of G, because |G| = 2m3 ≥ 12, and G is not simple.

Case 2: sp = 8, m = 3 and 8 ≡ 1 mod p, i.e., p = 7. As before we obtain 8pn = |G| | 8!, hence
n = 1 and |G| = 56, s7 = 8. Therefore G has 48 elements of order 7, and so there can be only
one Sylow 2-subgroup, which must be therefore normal. Hence G is not simple. �



CHAPTER 3

Solvable and nilpotent groups

3.1. Subnormal series

Definition 3.1.1. Let G be a group. A chain of subgroups

G = G0 ⊇ G1 ⊇ · · · ⊇ Gi ⊇ Gi+1 ⊇ · · · ⊇ Gn = 1

is called a subnormal series if Gi is normal in Gi−1 for every i. If in addition Gi is normal in G
for all i, then it is called a normal series.

The quotient groups Gi/Gi+1 are called the factors of the series, and the length of the series
is the number of strict inclusions. We also write

G = G0 . G1 . · · · . Gi . Gi+1 . · · · . Gn = 1

for a subnormal series. Instead of a descending series, it can be also written as an ascending
series

1 = G0 / G1 / · · · / Gj / Gj+1 / · · · / Gn = G.

The only difference is the indexing.

Definition 3.1.2. A subnormal series of a group G is called a composition series, if all
quotient groups are non-trivial and simple.

In other words, a subnormal series is a composition series if it has no proper refinement
that is also a subnormal series. Here refinement means that every subgroup in the first series
appears as a term in the second (refined) series.

Remark 3.1.3. Every finite group admits a composition series (usually many): choose
G1 to be a maximal proper normal subgroup of G; then choose G2 to be a maximal proper
normal subgroup of G1; and continue this way. An infinite group may or may not have a
finite composition series. Every simple infinite group S has a finite composition series, namely
S = S0 .S1 = 1. The infinite cyclic group C∞ has no finite composition series. Any finite series
must have cyclic factors, and at least one of the factors must be infinite cyclic, and therefore
cannot be simple.

Example 3.1.4. 1. The symmetric group S3 has a composition series

S3 . A3 . 1

with factors C2, C3.

2. The symmetric group S4 has a composition series

S4 . A4 . V4 . 〈(12)(34)〉 . 1,

where V4 ∼= C2×C2 consists of {(1), (12)(34), (13)(24), (14)(23)}. The factors are C2, C3, C2, C2.

3. For n ≥ 5 the symmetric group Sn has only one composition series, namely

Sn . An . 1.

31
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The only normal subgroups of Sn are Sn, An and 1, see Corollary 1.4.8, and An is simple for
n ≥ 5.

The following theorem is the analogue of unique prime factorization for composition series.

Theorem 3.1.5 (Jordan-Hölder). Let G be a non-trivial finite group. If

G = G0 . G1 . · · · . Gs = 1,

G = H0 . H1 . · · · . Ht = 1,

are two composition series for G, then s = t and there is a permutation π of {1, 2, . . . , s} such
that

Gi/Gi+1
∼= Hπ(i)/Hπ(i)+1

for 1 ≤ i ≤ s.

Proof. We use induction on |G|. In case that H1 = G1, we have two composition series for
G1, to which we can apply the induction hypothesis. So we may assume that H1 6= G1. Because
G1 and H1 are both normal in G, the product G1H1 is normal in G. It properly contains both
G1 and H1, which are maximal normal subgroups of G, and so G = G1H1. Therefore we have

G/G1 = G1H1/G1
∼= H1/(G1 ∩H1) = H1/K2,(3.1)

G/H1 = G1H1/H1
∼= G1/(G1 ∩H1) = G1/K2,(3.2)

with K2 := G1 ∩ H1, which is a maximal normal subgroup in both G1 and H1. Choose a
composition series

K2 . K3 . · · · . Ku = 1.

Denote by Q(G0 . G1 . · · · . Gs) the set of factors Gi/Gi+1, and write Q(S) ∼ Q(S ′), if one set
is a rearrangement of the other. On applying the induction hypothesis to G1 and H1 and the
composition series

G . G1 . G2 . G3 . · · · . Gs,

G . G1 . K2 . K3 . · · · . Ku,

G . H1 . H2 . H3 . · · · . Gt,

we find that

Q(G . G1 . · · · . Gs) = {G/G1, G1/G2, G2/G3, . . . , Gs−1} (definition)

∼ {G/G1, G1/K2, K2/K3, . . . , Ku−1} (induction)

∼ {H1/K2, G/H1, K2/K3, . . . , Ku−1} ((3.1),(3.2))

∼ {G/H1, H1/K2, K2/K3, . . . , Ku−1} (reorder)

∼ {G/H1, H1/H2, H2/H3, . . . , Ht−1} (induction)

= Q(G . H1 . H2 . H3 . · · · . Ht) (definition).

�

Example 3.1.6. Consider the following two decomposition series for D6:

D6 . 〈r〉 . 〈r2〉 . 1,

D6 . 〈r3, s〉 . 〈r3〉 . 1.
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With the notations of the Jordan-Hölder Theorem we have the isomorphisms

H0/H1
∼= G2/G3

∼= C3,

H1/H2
∼= G1/G2

∼= C2,

H2/H3
∼= G0/G1

∼= C2.

Hence the Theorem applies with π = (13).

Remark 3.1.7. This theorem was proved by Jordan in 1873, in the weaker form that (Gi :
Gi+1) = (Hπ(i) : Hπ(i)+1) for a suitable permutation π. That the quotient groups themselves
are isomorphic was proved by Hölder 16 years later.
Roughly speaking, the Jordan-Hölder Theorem says that a group determines its composition
series. The converse is not true in general. For example, the non-isomorphic groups Dp and
C2p for a prime p both have composition series of the same length with the same factors C2

and Cp, i.e.,
Dp . 〈r〉 . 1, C2p . Cp . 1.

3.2. Solvable groups

A subnormal series whose factors are all commutative is called a solvable series.

Definition 3.2.1. A group G is called solvable, if it has a solvable series.

The term “solvable” comes from Galois theory, where it is shown that polynomials in Q[x]
whose roots can be described in terms of nested radicals are precisely those whose Galois
groups are solvable groups in the above sense. Speakers of British English use soluble instead
of solvable.

Example 3.2.2. The group Sn is solvable for n ≤ 4.

This follows from Example 3.1.4.

Consider the subgroups

B =

{(
a b
0 d

)
| a, d ∈ K×, b ∈ K

}
, U =

{(
1 t
0 1

)
| t ∈ K

}
of GL2(K) for a field K. Then U is a normal subgroup of B, because we have(

a b
0 d

)(
1 t
0 1

)(
a b
0 d

)−1
=

(
1 at

d
0 1

)
,

and both B/U ∼= K× ×K× and U ∼= (K,+) are abelian. So we have:

Example 3.2.3. The group B is solvable, with solvable series B . U . 1.

Proposition 3.2.4. Every subgroup and every quotient group of a solvable group is solvable.

Proof. Let G.G1 . · · · .Gn be a solvable series for G, and let H be a subgroup of G. The
homomorphism H ∩Gi → Gi/Gi+1 given by x 7→ xGi+1 has kernel

(H ∩Gi) ∩Gi+1 = H ∩Gi+1.

Therefore H ∩Gi+1 is a normal subgroup of H ∩Gi, and the quotient (H ∩Gi)/(H ∩Gi+1) is
abelian, because it injects to Gi/Gi+1, which is abelian. Altogether this shows that

H . (H ∩G1) . · · · . (H ∩Gn)
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is a solvable series for H.
Let N be a normal subgroup of G. We will construct a solvable series for G/N from the solvable
series of G. We have NGi . NGi+1, since N and Gi+1 normalize NGi inside G. We obtain the
normal series

G = NG0 . NG1 . · · · . NGn = N.

We can reduce this series modulo N to obtain

G = G/N . G1 . · · · . Gn = {1},
where Gi = (NGi)/N ∼= Gi/(N ∩ Gi). The natural map Gi → Gi is onto, so the map
Gi → Gi/Gi+1 is onto and kills Gi+1, so Gi/Gi+1 is a quotient group of Gi/Gi+1 for all i, hence
abelian. We have shown that the above series is a solvable series for G/N . �

Proposition 3.2.5. Let N be a normal subgroup of G and assume that N and G/N are
solvable. Then G is solvable.

Proof. Let G = G/N and

G . G1 . · · · . Gn = 1,

N . N1 . · · · . Nm = 1

be solvable series for G and N . Let Gi be the inverse image of Gi in G, i.e., with Gi 7→ Gi

under the natural map G→ G/N . Then we have

Gi/Gi+1
∼= Gi/Gi+1,

and so
G . G1 . · · · . Gn = N . N1 . · · · . Nm

is a solvable series for G. �

Corollary 3.2.6. A finite p-group is solvable.

Proof. Let G be a non-trivial p-group. We use induction on the order of G. Since Z(G)
is non-trivial by Proposition 2.2.7, the induction hypothesis gives that G/Z(G) is solvable.
Clearly Z(G) is solvable, because it is abelian. Then G is solvable by Proposition 3.2.5. �

A solvable group G has a canonical solvable series, namely the derived series. It is in fact
the shortest solvable series for G. Let us recall first that the commutator of two elements x, y
in a group G is given by

[x, y] := xyx−1y−1 = (xy)(yx)−1.

Thus [x, y] = 1 says that x and y commute, i.e., xy = yx.

Definition 3.2.7. Let G be a group. The derived subgroup, or commutator subgroup of G
is the group generated by all commutators of G. It is denoted by G′, or by [G,G].

Note that G′ need not consist only of commutators. It is only generated by commutators.

Example 3.2.8. 1. A group G is abelian if and only if G′ = 1.

2. For n ≥ 3 we have D′n = 〈r2〉, where [r, s] = r(sr−1s−1) = r2.

3. For n ≥ 5 we have A′n = An, since [(abd), (ace)] = (abc) for distinct a, b, c, d, e, and An is
generated by all 3-cycles.

4. We have A′4 = V4, which is the normal Sylow 2-subgroup of A4.

5. The derived group of Q8 is Q′8 = {±1} = Z(Q8).
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It turns out that G′ is normal in G. Indeed, any automorphism ϕ ∈ Aut(G) maps the
generating set for G′ to G′, because of

ϕ([x, y]) = ϕ(xyx−1y−1)

= ϕ(x)ϕ(y)ϕ(x)−1ϕ(y)−1

= [ϕ(x), ϕ(y)].

Hence ϕ(G′) ⊆ G′, and G′ is a “characteristic” subgroup. Taking ϕ inner shows that G′ is
normal in G.

We remark that a subgroup H ≤ G is called characteristic, if ϕ(H) ⊆ H for all ϕ ∈ Aut(G).

Proposition 3.2.9. The commutator subgroup G′ is the smallest normal subgroup of G
such that G/G′ is abelian.

Proof. We first show that G/G′ is abelian. The canonical homomorphism π : G→ G/G′

maps g to g = gG′. We have

[g, h] = [g, h] = 1

for all g, h, since [g, h] ∈ G′. Hence all g, h in G/G′ commute.
let N be another normal subgroup of G such that G/N is abelian. Then the image of [g, h] in
G/N is trivial again, and so [g, h] ∈ N . Since these elements generate G′, we have N ⊇ G′. �

Example 3.2.10. For n ≥ 5 we have S ′n = An, because An is the smallest normal subgroup
of Sn with an abelian quotient.

Definition 3.2.11. The derived series of a group G is given by

G = G(0) . G(1) . G(2) . · · ·
where G(i+1) = [G(i), G(i)] = (G(i))′ for all i.

So we have G = G(0), G′ = G(1), G′′ = G(2), and so on. This normal series may not end
with the trivial group. By Example 3.2.8 and Example 3.2.10 we know that the derived series
of Sn is given by

Sn . An D An D · · ·
Indeed, it turns out that a group G is solvable if and only if its derived series ends with the

trivial group.

Proposition 3.2.12. A group G is solvable if and only if G(s) = 1 for some s ≥ 0.

Proof. If G(s) = 1, then the derived series clearly is a solvable series for G. Conversely,
let

G = G0 . G1 . · · · . Gs = 1

be a solvable series for G. Because G/G1 is abelian, G1 ⊇ G′ by Proposition 3.2.9. Now G′G2

is a subgroup of G1, and from

G′/(G′ ∩G2) ∼= G′G2/G2 ⊆ G1/G2

we see that the commutativity of G1/G2 implies that G′/(G′ ∩ G2) is abelian, and hence that
G′′ ⊂ G′∩G2 ⊆ G2. Continuing this way, we find thatG(i) ⊆ Gi for all i, and henceG(s) = 1. �

The second part of the proof shows that the derived series of a solvable group is its shortest
normal abelian series.
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Definition 3.2.13. The least i such that G(i) is trivial, or equivalently the number of
factors in the derived series, is called the solvable length (or derived length) of G.

The only group with solvable length 0 is the trivial group. Solvable length 1 means the
group is non-trivial and abelian. Solvable length 2 means the group is non-abelian but its
commutator subgroup is abelian.

Example 3.2.14. 1. For the Heisenberg group G = Heis(R) over a commutative ring R with
unit, we have G′ = Z(G), which is abelian. Hence G′′ = 1, and its derived series is

G . G(1) . G(2) = 1.

It has length 2.

2. For n ≥ 3 the dihedral group Dn has solvable length 2, with derived series Dn . 〈r2〉 . 1.

3. S4 has solvable length 3, with S4 . A4 . V4 . 1.

We want to conclude this section with two famous Theorems on finite solvable groups.

Theorem 3.2.15 (Burnside 1904). If |G| = paqb for primes p and q, then G is solvable.

Burnside’s original proof used representation theory. A purely group-theoretic proof of the
Theorem was found in the early 1970s. The next Theorem is the deepest result about solvability
of finite groups and illustrates the special role of the prime 2 in finite group theory.

Theorem 3.2.16 (Feit-Thompson 1963). Every finite group of odd order is solvable.

The proof is 255 pages long and occupies an entire volume of the Pacific Journal of Mathe-
matics [6].

3.3. Nilpotent groups

Definition 3.3.1. An ascending series

1 = G0 ⊆ G1 ⊆ G2 ⊆ · · · ⊆ Gn = G

is called an ascending central series for G if Gi E G and Gi+1/Gi ⊆ Z(G/Gi) for all i. A
descending series

G = G0 ⊇ G1 ⊇ G2 ⊇ · · · ⊇ Gn = 1

is called a descending central series for G if Gi E G and Gi/Gi+1 ⊆ Z(G/Gi+1) for all i.

We need Gi E G to make sense of G/Gi as a group. Note that it implies that Gi is normal
in Gi+1 for all i.

Definition 3.3.2. The ascending series

1 ⊆ Z1(G) ⊆ Z2(G) ⊆ · · ·
defined by Z1(G) = Z(G) and Zi(G) recursively defined by

Zi+1(G)/Zi(G) = Z(G/Zi(G))

for all i ≥ 0 is called the upper central series for G, if it terminates in G. The descending series

G0 = G ⊇ G1 ⊇ G2 ⊇ · · ·
defined by G0 = G and Gi+1 = [G,Gi] = [Gi, G] for all i ≥ 0, is called the lower central series
for G if it terminates in 1.
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Here g ∈ Zi+1(G) if and only if [g, x] ∈ Zi(G) for all x ∈ G.
One has to check that both series, if they terminate, are indeed central series. This is clear for
the upper central series, because the center of a group is a normal subgroup, so that

Zi+1(G)/Zi(G) = Z(G/Zi(G)) E G/Zi(G),

so that Zi+1 E G for all i. Furthermore the second requirement is satisfied by definition. For
the lower central series it follows from the next Lemma.

Lemma 3.3.3. Let G be a group.

(1) If H ≤ G then H i ≤ Gi for all i ≥ 0.
(2) If ϕ : G→ K is a surjective homomorphism, then ϕ(Gi) = Ki for all i ≥ 0.
(3) Gi is a characteristic subgroup of G for all i ≥ 0, hence Gi E G.
(4) We have Gi/Gi+1 ⊆ Z(G/Gi+1) for all i ≥ 0.

Proof. (1): we use induction on i. We have H0 = H ≤ G = G0. If we assume H i ≤ Gi,
then this together with H ≤ G gives

[H i, H] = H i+1 ≤ Gi+1 = [Gi, G].

(2): we use induction on i. We have ϕ(G0) = ϕ(G) = K = K0. Suppose that ϕ(Gi) = Ki. If
x ∈ Gi and y ∈ G, then

ϕ([x, y]) = [ϕ(x), ϕ(y)] ∈ [ϕ(Gi), ϕ(G)] = [Ki, K] = Ki+1,

so ϕ(Gi+1) = ϕ([Gi, G]) = Ki+1. On the other hand, if a ∈ Ki and b ∈ K, then a = ϕ(x) and
b = ϕ(y) for some x ∈ Gi and y ∈ G. So

[a, b] = [ϕ(x), ϕ(y)] = ϕ([x, y]) ∈ ϕ([Gi, G]) = ϕ(Gi+1).

Thus Ki+1 = [Ki, K] ≤ ϕ(Gi+1). Together we have ϕ(Gi+1) = Ki+1.

(3): If ϕ ∈ Aut(G), then ϕ is surjective so that ϕ(Gi) = Gi by (2).

(4): If x ∈ Gi and y ∈ G, then [x, y] ∈ Gi+1, so Gi+1x and Gi+1y commute for all such x and
y, thus Gi/Gi+1 ⊆ Z(G/Gi+1) for all i ≥ 0. �

Lemma 3.3.4. Let
G = G0 ⊇ G1 ⊇ G2 ⊇ · · · ⊇ Gn = 1

be a central series for G. Then we have for all i ≥ 0,

Gi ≤ Gi, Zi(G) ≥ Gn−i.

Proof. This can be proved by induction on i. We will leave this to the reader. �

Proposition 3.3.5. The following conditions are equivalent for a group G:

(1) Gc = 1 for some c ≥ 0.
(2) Zc(G) = G for some c ≥ 0.
(3) G has a central series.

Proof. If G has a central series (Gi) of length n, then

Gn ≤ Gn = 1, Zn(G) ≥ G0 = G.

Hence (3) implies both (1) and (2). If Zc(G) = G, then the upper central series is a central
series, so that (2) implies (3). If Gc = 1 for some c ≥ 0, then the lower central series is a central
series by Lemma 3.3.3, hence (1) implies (3). �
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Note that we have Gc = 1 if and only if Zc(G) = G.

Definition 3.3.6. A group G is called nilpotent, if it satisfies one of the three properties
of Proposition 3.3.5. The least integer c then is called the nilpotency class of G.

Only the trivial group 1 has class 0, and the groups of class 1 are exactly the abelian groups.
A group G is nilpotent of class 2 if and only if G/Z(G) is abelian and non-trivial.

Remark 3.3.7. Let G be a non-trivial nilpotent group. Then Z(G) is non-trivial, because
otherwise there is no c such that Zc(G) = G.

Proposition 3.3.8. Every nilpotent group is solvable.

Proof. A normal series that is central is abelian, so nilpotency implies solvability. Alter-
natively, G(i) ≤ Gi for all i ≥ 0, so that Gc = 1 implies Gc = 1. �

The converse of this result is not true.

Example 3.3.9. Let n ≥ 3 be an odd integer. Then Dn is solvable, but not nilpotent.

For odd n ≥ 3 we have Di
n = 〈r〉 for all i ≥ 3. Hence there is no c such that Dc

n = 1.
Actually it turns out that Dn is nilpotent if and only if n is a power of 2.

Proposition 3.3.10. Every group of order p3 for a prime p is nilpotent of class c ≤ 2.

Proof. If G is abelian, then c = 1. If G is non-abelian then G′ = Z(G) and |Z(G)| = p
by Proposition 3.2.9 and Proposition 2.2.10. Hence G′′ = 1. �

In particular, Q8, D4,Heis(Z/(p)) and Γ(p) are nilpotent of class 2.

Proposition 3.3.11. Every finite p-group is nilpotent.

Proof. Let |G| = pn. We use induction on n. For n = 0, G is trivial, and hence nilpotent.
Otherwise we have Z(G) 6= 1 by Remark 3.3.7. Hence G/Z(G) is a p-group of smaller order, so
that by induction it is nilpotent, say (G/Z(G))c = 1. Denote by π the natural homomorphism
π : G→ G/Z(G). By Lemma 3.3.3, part (2), we have

π(Gc) = (G/Z(G))c = 1.

Hence Gc ≤ ker(π) = Z(G). Thus

Gc+1 = [Gc, G] ≤ [Z(G), G] = 1.

�

Proposition 3.3.12. Subgroups and homomorphic images (hence also quotients) of nilpo-
tent groups are nilpotent.

Proof. Let G be nilpotent with Gc = 1, and H ≤ G. Then Hc ≤ Gc = 1 by Lemma 3.3.3,
part (1). Hence Hc = 1 and H is nilpotent. Let ϕ : G → K be a surjective homomorphism.
Then Kc = ϕ(Gc) = ϕ(1) = 1 by Lemma 3.3.3, part (2). �

Remark 3.3.13. Note that if N and G/N are nilpotent, G need not be nilpotent. For
G = S3 and N = A3 we have that A3 and S3/A3 are abelian, hence nilpotent. But S3 is not
nilpotent, because Z(S3) = 1. Another example is G = Dn and N = 〈r〉 for n ≥ 3 odd, see
Example 3.3.9.

The next result gives a setting where nilpotency of N and G/N implies nilpotency of G.



3.3. NILPOTENT GROUPS 39

Proposition 3.3.14. Let N be a normal subgroup of G such that N ⊆ Zi(G) for some
i ≥ 0. If G/N is nilpotent, then G is nilpotent.

Proof. Let Zi = Zi(G). Now G/Zi is nilpotent by Proposition 3.3.12, since it is a quotient
of G/N . We see that

Zi/Zi ⊆ Zi+1/Zi ⊆ Zi+2/Zi ⊆ · · · ⊆ G/Zi

is the upper central series for G/Zi. Because G/Zi is nilpotent we must have Zj/Zi = G/Zi for
some j ≥ i, so Zj = G for some j. Thus G is nilpotent. �

Note that Zi is nilpotent, so that N ⊆ Zi is also nilpotent. So the nilpotency of N is
included in the assumptions as well.

Lemma 3.3.15. Let G be a finite group and P a Sylow p-subgroup. Let H ≤ G with
H ⊇ NG(P ). Then NG(H) = H. In particular we have NG(NG(P )) = NG(P ).

Proof. Let g ∈ NG(H). Then gHg−1 = H, and H ⊇ gPg−1 = Q. The group Q is a Sylow
p-subgroup of H. By Sylow II we have hQh−1 = P for some h ∈ H, and hence

(hg)P (hg)−1 = h(gPg−1)h−1 ⊆ P.

It follows that hg ∈ NG(P ) ⊆ H, so that g ∈ H. This shows NG(H) ⊆ H ⊆ NG(H). �

We obtain another characterization of finite nilpotent groups.

Proposition 3.3.16. Let G be a finite group. The following conditions on G are equivalent.

(1) G is nilpotent.
(2) For every proper subgroup H of G we have NG(H) 6= H.
(3) Every Sylow subgroup of G is normal.
(4) G is a direct product of its Sylow subgroups.

Proof. (1) ⇒ (2) : Let H be a proper subgroup of G, and n ≥ 0 the largest integer with
Zn(G) ⊆ H, and Z0(G) = 1. Because G is nilpotent, there is an a ∈ Zn+1(G) with a 6∈ H. For
each h ∈ H the cosets aZn(G) and hZn(G) commute in G/Zn(G), so that

aha−1h−1 ∈ Zn(G) ⊆ H,

and hence aha−1 ∈ H. Thus a ∈ NG(H) \H and NG(H) 6= H.

(2) ⇒ (3) : Let P be a Sylow p-subgroup of G. We have Ng(NG(P )) = NG(P ) by Lemma
3.3.15. Hence (2) implies that NG(P ) is not a proper subgroup of G, i.e., we have NG(P ) = G
and P is normal.

(3)⇒ (4) : This has been shown in Corollary 2.3.14.

(4)⇒ (1) : Each Sylow subgroup is a p-group and hence nilpotent by Proposition 3.3.11. Then
G = P1 × · · · × Pn is the direct product of nilpotent groups, and hence nilpotent: it is easy to
see that

Zm(G) = Zm(P1)× · · · × Zm(Pn)

for all m ≥ 0. Now choose m large enough such that Zm(Pi) = Pi for all i. Then Zm(G) = G,
and G is nilpotent. �

Corollary 3.3.17. Let G be a nilpotent group of order n. Then G has a subgroup of order
d for every positive divisor d | n.



40 3. SOLVABLE AND NILPOTENT GROUPS

Proof. Let d = pe11 · · · p
ek
k be the prime decomposition of the divisor d. For each factor peii

there is a Sylow p-subgroup of order peii . The product of these subgroups has order d, because
G is the direct product of its Sylow subgroups. �

In other words, finite nilpotent groups satisfy the converse of Lagrange’s Theorem. We
finish this section by introducing the Frattini subgroup, which is of significance in many parts
of group theory.

Definition 3.3.18. The Frattini subgroup Φ(G) of a group G is the intersection of all of
its maximal subgroups.

If G is an infinite group with no maximal subgroups, then Φ(G) = G.

Lemma 3.3.19 (Frattini’s argument). Let H be a normal subgroup of a finite group G, and
let P be a Sylow p-subgroup of H. Then G = H ·NG(P ).

Proof. Let g ∈ G. Then gPg−1 ⊆ gHg−1 = H, and both gPg−1 and P are Sylow p-
subgroups of H. According to Sylow II, there is an h ∈ H such that gPg−1 = hPh−1, and it
follows that h−1g ∈ NG(P ) amd so g ∈ H ·NG(P ). �

We obtain the following result characterizing finite nilpotent groups.

Proposition 3.3.20. A finite group is nilpotent if and only if every maximal proper sub-
group is normal.

Proof. Let G be nilpotent, and H be a proper subgroup of G. By Proposition 3.3.16, part
(2) we have H $ NG(H). If H is maximal, then this implies NG(H) = G, so that H is normal
in G.
Conversely, suppose every maximal proper subgroup of G is normal. We will show that all
Sylow subgroups are normal, and hence G is nilpotent by Proposition 3.3.16, part (3). Assume
that a Sylow subgroup P is not normal in G. Then there exists a maximal proper subgroup
H $ G containing NG(P ). Being maximal, H is normal, and so Frattini’s argument shows that
G = H ·NG(P ) = H, which is a contradiction. �

Proposition 3.3.21. Let G be a finite group. The Frattini subgroup Φ(G) is nilpotent.

Proof. Let P be a Sylow subgroup of Φ(G). We will show that P is normal, so that G
is nilpotent by Proposition 3.3.16, part (3). Frattini’s argument gives G = Φ(G) · NG(P ). If
NG(P ) 6= G then there is a maximal proper subgroup M of G with NG(P ) ⊆ M $ G. By
definition Φ(G) ≤M . Hence

Φ(G) ·NG(P ) ⊆M $ G,

contrary to the above. Therefore NG(P ) = G and P is normal in G, and hence also normal in
Φ(G). �

Remark 3.3.22. Let G be a finite group. One can show that the following conditions on
G are equivalent.

(1) G is nilpotent.
(2) G′ ≤ Φ(G).
(3) G/Φ(G) is nilpotent.
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3.4. Lagrangian groups

Since the converse of Lagrange’s theorem is false in general, one might ask which finite
groups satisfy the converse, and which groups do not. Let us say that a group G is Lagrangian
if it does satisfy the converse Lagrange theorem.

Definition 3.4.1. A finite group G is called Lagrangian if and only if for each positive
divisor d of |G| there exists at least one subgroup H ≤ G with |H| = d.

We have already seen that finite nilpotent groups are Lagrangian.

Proposition 3.4.2. Finite nilpotent groups are Lagrangian.

Lagrangian groups are related to a special type of solvability.

Definition 3.4.3. A group G is called supersolvable if it has a normal series with cyclic
factors.

Clearly supersolvable groups are solvable, but the converse need not be true.

Example 3.4.4. 1. The group A4 is solvable but not supersolvable.

2. All dihedral groups Dn are supersolvable.

In fact, A4 has no cyclic normal subgroup, so there is no way it can have a normal series
where all successive quotients are cyclic. The factors of its derived series for Dn are C2 and Cn,
hence cyclic.

The class of Lagrangian groups lies between the class of supersolvable and solvable groups, see
[3].

Theorem 3.4.5. Lagrangian groups have the following properties.

(1) Every Lagrangian group is solvable.
(2) Every supersolvable group is Lagrangian.

The inclusions are strict. In fact, every group G = A4 × H with a group H of odd order
is solvable, but not Lagrangian; and for any Lagrangian group G, the group (A4 × C2)× G is
Lagrangian, but not supersolvable. Let us show that A4 is not Lagrangian. This is the classical
counterexample to Lagrange’s Theorem.

Lemma 3.4.6. Let H be a subgroup of G with (G : H) = 2. Then g2 ∈ H for all g ∈ G.

Proof. We have G = H ∪aH for all a ∈ G\H. Thus a2H has to be H or aH. The second
case is impossible since a2H = aH would imply aH = H, and hence a ∈ H; a contradiction.
Hence a2H = H. Since h2H = H anyway for all h ∈ H, it follows that g2H = H for all g ∈ G.
This is the claim. �

Proposition 3.4.7. The group A4 of order 12 has no subgroup of order 6. Hence A4 is not
Lagrangian.

Proof. Assume that H ≤ A4 is a subgroup with |H| = 6. Let g be any 3-cycle in A4.
Then g2 ∈ H by the Lemma. Furthermore g3 = e, so that g = g4 = (g2)2 ∈ H. But there are
eight 3-cycles in A4, so that |H| ≥ 9, a contradiction. �

Proposition 3.4.8. The group A5 of order 60 has no subgroup of order 30. Hence A5 is
not Lagrangian.
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Proof. Assume that H ≤ A5 is a subgroup with |H| = 30. Then there exists a 3-cycle g
which is not in H, because otherwise H would contain all 3-cycles which generate A5, so that
H = A5, a contradiction. But as before g2 ∈ H so that g4 = g ∈ H, a contradiction. �

Remark 3.4.9. In fact, no group Sn or An with n ≥ 5 is Lagrangian. This follows from the
fact that An and Sn are not solvable for n ≥ 5.

Another condition for a group to be Lagrangian is the index of the center. We have the
following result, see [4].

Proposition 3.4.10. If (G : Z(G)) < 12 then G is supersolvable, hence Lagrangian.

The group A4 shows that the above result is best possible. We have (A4 : Z(A4)) = 12.

Proposition 3.4.11. If |G| is odd and (G : Z(G)) < 75 then G is supersolvable, hence
Lagrangian.

There is exactly one non-abelian group G75 of order 75 = 3 · 52. It has trivial center, and
no subgroup of order 15. Hence it is not Lagrangian. This shows that the above result is best
possible.

In [4] the following result is shown:

Proposition 3.4.12. If |[G,G]| < 4, then G is supersolvable, hence Lagrangian.

Again A4 shows that this result is best possible.

Proposition 3.4.13. If |G| is odd and |[G,G]| < 25, then G is supersolvable, hence La-
grangian.

In fact, [G75, G75] ' C5 × C5 has order 25, so that this result is best possible.

Denote the number of different conjugacy classes of G by k(G).

Proposition 3.4.14. If k(G)
|G| >

1
3
, then G is supersolvable, hence Lagrangian.

Because of k(A4)
|A4| = 1

3
the result is best possible. It means that if the average size of a

conjugacy class of G is less than 3, then G is Lagrangian.

Proposition 3.4.15. If |G| is odd and k(G)
|G| >

11
75

, then G is supersolvable, hence Lagrangian.

In fact, k(G75)
|G75| = 11

75
, so that the result is best possible.

Finally, let us mention a result of Pinnock (1998), which is related to Burnside’s paqb-theorem
on the solvability of groups of such order.

Proposition 3.4.16. Let G be a group of order pqb with primes p, q satisfying q ≡ 1 mod p.
Then G is supersolvable, hence Lagrangian.



CHAPTER 4

Free groups and presentations

In combinatorial group theory one describes groups by generators and defining relations,
which give a presentation. If a group is given by a presentation, then there hold no other
relations except the given ones and those implied by the group actions. For example, Dn has
generators r and s, and defining relations rn = s2 = e and srs−1 = r−1. Hence a presentation
of Dn would be

Dn = 〈r, s | rn = s2 = e, srs−1 = r−1〉.
Presentations turn out to be very useful for describing many groups, but they also have dis-
advantages. In general it is impossible to analyze a group by a presentation. For example we
cannot decide whether or not a group given by a presentation is finite, trivial or even abelian.
It has been proven that there are no algorithms to decide this. In some cases it is possible, but
difficult and not obvious at all. For example, it is known that the so-called Wicks group

〈x, y | x3y4x5y7 = x2y3x7y8 = e〉

is isomorphic to C11. On the other hand, without context it may be difficult to recognize
well-known groups from one of its presentations. The group

〈a, b | a3 = b2 = e〉

is in fact isomorphic to the modular group PSL2(Z). This is an infinite group. One can choose

a =

(
−1 1
−1 0

)
, b =

(
0 1
−1 0

)
.

The Tits group is given in terms of generators and relations by

〈a, b | a2 = b3 = (ab)13 = [a, b]5 = [a, bab]4 = (ababababab−1)6 = e〉.

It is a finite simple group of order

211 · 33 · 52 · 13 = 17971200.

Of course, we need to define presentations in terms of generators and relations more formally.
For this we need to discuss free groups first.

4.1. Free groups

In most algebraic contexts a free object is an object which has a free basis.

Definition 4.1.1. A subset S of a group F is said to be a free basis for F , if every function
ϕ : S → G to a group G can be extended uniquely to a homomorphism ϕ̃ : F → G, such that
ϕ̃(s) = ϕ(s) for all s ∈ S. A group F is said to be a free group if there is some subset which is
a free basis for F .

43
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S �
� ι //

ϕ ��

F

ϕ̃
��
G

The diagram commutes, i.e., we have ϕ = ϕ̃ ◦ ι. We shall see later that S must generate F , so
that we will also say that F is freely generated by S.

Example 4.1.2. 1. The infinite cyclic group C∞ = 〈a〉 = {aj | j ∈ Z} is a free group with
free basis S = {a}.
2. The trivial group is a free group with the empty subset as free basis.

3. Not all groups are free. The additive groups Z/nZ are not free for n ≥ 2.

If ϕ : S → G is any function, say ϕ(a) = g ∈ G then ϕ extends uniquely to a homomorphism
ϕ̃ : C∞ → G by defining ϕ̃(aj) = gj for all j ∈ Z. Note that C∞ has another free basis, namely
S = {a−1}, but no other ones.
Assume that Z/nZ is free with free basis S. Then S is non-empty because of n ≥ 2. Let
x ∈ S and consider the map sending x to 1 ∈ G = Z. It cannot be extended to a group
homomorphism from Z/nZ to Z, because every such homomorphism maps Z/nZ to zero.

By a word on S we mean an expression of the form

ae11 · · · a
ek
k

with ai ∈ S and ei = ±1. A word on S is said to be (freely) reduced if it does not contain
a subword of the form aa−1 or of the form a−1a; such substrings are called inverse pairs of
generators. If we start with any word w by successively canceling inverse pairs we arrive in a
finite number of steps at a freely reduced word w′ which we call a reduced form of w. We write
w ≡ w′. There can be several different ways to proceed with the cancellations, but one can
show that end result w′ does not depend on the order in which the inverse pairs are removed:

Lemma 4.1.3. There is only one reduced form of a given word w on S.

Proof. We use induction on the length of w as a string of symbols in S, or slightly different,
in S ∪ S−1. If w is reduced there is nothing to show. So suppose w ≡ uxx−1v and focus on
this particular occurrence of an inverse pair which we distinguish by underlining as in uxx−1v.
If we can show that every reduced form w′ of w can be obtained by canceling this occurrence
first, then the Lemma will follow by induction on the shorter word uv thus obtained.
Let w′ be a reduced form of w. We know that w′ is obtained by some sequence of cancellations.
First suppose that the pair xx−1 itself we are focusing on is canceled at some step in this
sequence. Then we can clearly rearrange the order so that this particular pair is canceled
first. So this case is settled. Now xx−1 cannot remain in w′ so at least one of these two
symbols x and x−1 must be canceled at some step. The first cancellation must then look like
u1x

−1xx−1v1 ⇒ u1x
−1v1 or u1xx

−1xv1 ⇒ u1xv1. But in either case, the word obtained by
cancellation is the same as that obtained by canceling the original pair. So we may cancel
the original pair at this stage instead. Hence we are back in the first case and the Lemma is
proved. �

We are now ready to define the free group FS with free basis S.

Proposition 4.1.4. If S is any set, there is a free group FS having S as a free basis.
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Proof. Let FS be the set of freely reduced words on S, including the empty word de-
noted by 1. Multiplication in FS is defined by concatenation (also called juxtaposition). It is
straightforward to check the group axioms. The empty word is the identity, and the inverse
of ae11 · · · a

ek
k is a−ekk · · · a−e11 . The associative law follows from the fact that the reduction of a

word is independent of the order in which inverse pairs are removed. To see that FS is free,
consider any function ϕ : S → G, where G is a group. We define

ϕ̃(ae11 · · · a
ek
k ) = ϕ(a1)

e1 · · ·ϕ(ak)
ek .

This map is the unique homomorphism extending ϕ. �

Note that this free group FS is unique up to isomorphism. The proof consists of the standard
universal-property-yoga, using the universal property of free groups in the definition.

Corollary 4.1.5. Every group is a quotient group of a free group. Thus if G is a group
there is a free group F and a normal subgroup N such that G ∼= F/N .

Proof. Choose S = G and ϕ = id. Then ϕ extends uniquely to a homomorphism ϕ̃ : FG →
G with kernel N . Since ϕ is bijective, ϕ̃ is surjective, and we have G ∼= F/ ker(ϕ̃) = F/N . �

Let us write u =G v if the words u and v are equal as group elements in G. Free groups
with basis S are indeed generated by S.

Proposition 4.1.6. Let G be a group, and S a subset of G. Then G is free with basis S if
and only if the following conditions hold:

(1) S generates G.
(2) If w is a word on S and w =G e, then w is not freely reduced, that is w must contain

an inverse pair.

Proof. Suppose that G is free. The free group FS constructed in Proposition 4.1.4 is
generated by S by definition. It is also unique. Hence we have G ∼= FS, and (1) is proved. It is
also easy to see that (2) is satisfied. Conversely, assume that (1) and (2) hold. If u =G v, and
u and v are freely reduced, then uv−1 contains an inverse pair by (2). Hence the last symbol of
u is the same as the last symbol of v. So inductively u and v must be identical. Thus different
freely reduced words represent different elements of G. Hence the obvious extension of the
identity on S is an isomorphism from FS onto G, and G is free. �

Proposition 4.1.7. Let G be a free group with basis S and let S ′ be another basis. Then
|S| = |S ′|.

Proof. Any map from S to Z/2Z uniquely extends to a homomorphism of G into Z/2Z.
Moreover, every homomorphism G→ Z/2Z can be obtained in this way (every homomorphism
is completely defined by its values on a given generating set). Hence there are exactly 2|S|

different homomorphism from G into Z/2Z. This implies that

2|S| = 2|S
′|,

and then |S| = |S ′|. �

Corollary 4.1.8. Let S and S ′ be sets. Then FS ∼= FS′ if and only if |S| = |S ′|.

Definition 4.1.9. Let G be a free group on S. Then the cardinality of S is called the rank
of G.
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By Proposition 4.1.7 the cardinality of a basis of a free group G is an invariant of G which
characterizes G uniquely up to an isomorphism. Hence the rank is well-defined.

Definition 4.1.10. Let n ∈ N. We denote by Fn the free group of rank n.

Note that F1 is isomorphic to Z, and hence abelian. All groups Fn for n ≥ 2 are non-abelian.
Indeed, if S has more than one element, then FS is not abelian, and in fact the center of FS is
trivial.

Lemma 4.1.11. Let n ≤ m. Then Fn is embeddable into Fm.

Proof. If S ⊆ S ′, then the subgroup 〈S〉 generated by S in FS′ is itself a free group with
basis S. �

The next result shows that in some sense the reverse is also true for free groups of finite or
countable infinite rank.

Proposition 4.1.12. Any countable free group G is embeddable into F2.

Proof. To prove the result it suffices to find a free subgroup of countable rank in F2. Let
a, b be a basis of F2 and put

xn = b−nabn

for all n ≥ 0. Let X = {x0, x1, . . .}. We claim that X freely generates the subgroup 〈X〉 in
F2. Indeed, let w = xe1i1 · · ·x

en
in

be a reduced non-empty word in X ∪X−1. Then w can also be
viewed as a word in {a, b}:

w = b−i1ae1bi1 · · · b−inaenbin .

Now w is reduced in X, so that any reduction of w as word on {a, b} does not affect aej and
aej+1 in the subword

b−ijaejbij · b−ij+1aej+1bij+1 .

Hence the literals aej and aej+1 are present in the reduced form of w as a word in {a, b}. Hence
the reduced form of w is non-empty, so w 6=F2 e. By Proposition 4.1.6, 〈X〉 is free. It clearly
has countable rank. �

Remark 4.1.13. Note that subspaces of vector spaces cannot have bigger dimension than
the ambient space. The free group F2 however contains subgroups that are isomorphic to free
groups of higher rank, even countable infinite rank.

An important result on free groups is the Theorem of Nielsen and Schreier.

Theorem 4.1.14 (Nielsen-Schreier). Subgroups of free groups are free. In case G is a free
group on n generators, and H is a subgroup of finite index e, then H is free of rank

1 + e(n− 1).

Nielsen proved this in 1921 for finitely generated subgroups, and in fact gave an algorithm
for deciding whether a word lies in the subgroup, and Schreier proved the general case in
1927. Nowadays there are several proofs available, the most elegant ones using topology, and
in particular covering spaces – see Serre 1980.
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4.2. Presentations by generators and relations

Free groups enable us to generate generic groups over a given set; in order to force generators
to satisfy a given list of group theoretic equations, we divide out a suitable normal subgroup.

Definition 4.2.1. Let G be a group and S a subset of G. The normal subgroup of G
generated by S is the smallest normal subgroup of G containing S. It is denoted by NS.

Definition 4.2.2. Let S be a set, R ⊆ S ∪ S−1, FS be the free group generated by S, and
NR be the normal subgroup of FS generated by R. Then the group

〈S | R〉 = FS/NR

is said to be generated by S with the relations R. If G is a group with G ∼= 〈S | R〉, then
〈S | R〉 is called a presentation of G.

Example 4.2.3. 1. 〈a | ∅〉 is a presentation of the infinite cyclic group.

2. 〈a, b | a−1bab−2 = b−1aba−2 = e〉 is a presentation of the trivial group.

3. The group given by 〈a, b | ababa = e〉 is abelian.

For 2. note that a−1ba = b2 and b−1ab = a2, so that

a = a−1a2 = a−1b−1ab = (a−1ba)−1b = b−2b = b−1,

so that a2 = b−1ab = a2b and hence b = a = 1. For 3. we compute

e = ababa

= (ba)(ababa)(ba)−1

= baaba.

It follows that

e = (baaba)(ababa)−1

= ba(abaa−1b−1a−1)b−1a−1

= bab−1a−1.

Hence the group is abelian. It is in fact the infinite cyclic group as we shall see.

Proposition 4.2.4. Let G = 〈S | R〉 and suppose that ψ : S → H is a function, where H
is a group. Then ψ extends to a homomorphism ψ : G → H if and only if ψ(r) =H e for all
r ∈ R, where ψ is the formal extension of ψ to all words.

Proof. We have G ∼= FS/NR. The original ψ extends to a homomorphism if and only if
NR ⊆ ker(ψ). Hence ψ extends to a homomorphism if and only if ψ(r) =H e for all r ∈ R. �

Example 4.2.5. The group G = 〈a, b | ababa = e〉 is isomorphic to C∞.

We have C∞ ∼= C = 〈t | 〉. Define ψ by ψ(a) = t−2 and ψ(b) = t3. Does ψ extend to a
homomorphism ? We compute that

ψ(ababa) = t−2t3t−2t3t−2 =C e.
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Hence, by Proposition 4.2.4 ψ extends to a homomorphism. Also the function ϕ defined on {t}
by ϕ(t) = ab uniquely extends to a homomorphism ϕ : C → G, because C is free with basis
{t}. We have ϕ ◦ ψ = ψ ◦ ϕ = id, because

(ψ ◦ ϕ)(t) = ψ(ab) = t−2t3 = t,

(ϕ ◦ ψ)(a) = ϕ(t−2) = (ab)−2 = a,

(ϕ ◦ ψ)(b) = ϕ(t3) = (ab)3 = b.

Hence G ∼= C = C∞.

Particularly nice presentations of groups consist of a finite generating set and a finite set of
relations:

Definition 4.2.6. A group G is finitely presented if there exists a finite generating set S
and a finite set R of relations such that G ∼= 〈S | R〉.

Clearly, any finitely presented group is finitely generated. The converse is not true in
general:

Example 4.2.7. The group

G = 〈s, t | {[tnst−n, tmst−m] = e | n,m ∈ Z}〉

is finitely generated, but not finitely presented, see [1].

This group is an example of a so-called lamplighter group. Note that it is not too difficult to
show that there exist uncountably many finitely generated groups that are not finitely presented.

Definition 4.2.8. A group G is called linear if it can be embedded into the the group
GLn(K) for some n ≥ 1 and some field K.

Linear groups are a very important class of groups. Not all groups are linear. For example,
the group Aut(Fn) for n ≥ 3 is not linear, see Formanek and Procesi 1992 (but Aut(F2)
is linear). Also, most of the Baumslag-Solitar groups BS(m,n) for n,m ∈ Z, given by the
presentation

BS(m,n) = 〈a, b|bamb−1 = an〉
are not linear. In fact, BS(m,n) is linear if and only if n = 1, or if m = 1, or if |m| = |n|. So
the simplest example here of a finitely generated group which is not linear is BS(2, 3). On the
other hand all free groups are linear. To show this we will start with the so-called Ping-Pong
Lemma.

Lemma 4.2.9 (Ping-Pong). Let G be a group generated by a and b. Suppose that G acts on
a set X such that there exist two non-empty subsets A and B of X, such that A ∩B = ∅, and

an.B ⊆ A, bn.A ⊆ B

for all integers n 6= 0. Then G is freely generated by a and b.

Proof. Let w be a non-empty reduced word in {a±1, b±1}. We may assume that w begins
and ends with a±1, for if not then for m large enough a conjugate w1 = amwa−m does, and
w = 1 if and only if w1 = 1. Let

w = an1bm1 · · · ank−1bmk−1ank
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with ni,mi 6= 0. Then

w.B = an1bm1 · · · ank−1bmk−1ank .B

⊆ an1bm1 · · · ank−1bmk−1 .A

⊆ an1bm1 · · · ank−1 .B

⊆ · · ·
⊆ an1 .B

⊆ A.

It follows that w 6=G e, and so a and b freely generate G. �

Corollary 4.2.10. The matrices

A =

(
1 2
0 1

)
, B =

(
1 0
2 1

)
generate a free subgroup isomorphic to F2 in SL2(Z).

Proof. Denote by G = 〈A,B〉 the subgroup of SL2(Z) generated by A and B. It acts on
X = R2, and if we set V = {(x, y)t | |x| < |y|} and W = {(x, y)t | |x| > |y|}, then An.V ⊆ W
and Bn.W ⊆ V for all n 6= 0. Since V ∩W = ∅ we can apply the Ping-Pong Lemma, and G is
freely generated by A and B. �

Proposition 4.2.11. Any free group is linear.

Proof. Let G be a free group. We first assume that G has countable rank. By Proposition
4.1.12 G is embeddable into F2, which embeds into SL2(C). Hence G is linear. Now assume
that G has uncountable rank c. Then one can show that G embeds into SL2(F (t)), where
F is any field of cardinality c. This proof requires some more arguments. Alternatively one
can use ultraproducts. If for fixed d, every finitely generated subgroup H of G has a faithful
representation jH in GH = GLd(KH) for some field KH , then G has a faithful representation
into GL(K), where K is an ultraproduct of the KH . For details see mathoverflow, question
124965. �

Definition 4.2.12. A group G is called residually finite if for any nontrivial element g ∈ G
there exists a homomorphism ϕ : G→ H into a finite group H so that ϕ(g) 6= e.

Clearly, finite groups are residually finite, and subgroups of residually finite groups are
residually finite. The simplest possible example of a non-residually finite group is the Baumslag-
Solitar group BS(2, 3). Linear groups provide a rich source of residually finite groups:

Theorem 4.2.13 (Malcev 1940). A finitely generated linear group is residually finite.

Since SLn(Z) is finitely generated, e.g., by the elementary matrices {In + Eij | i 6= j}, we
obtain the following result.

Proposition 4.2.14. The group SLn(Z) is residually finite.

There is also a direct proof using principal congruence subgroups of level N ,

Γ(N) := ker(SLn(Z)→ SLn(Z/NZ)) = {X ∈ SLn(Z) | X ≡ In mod N}.
These are normal subgroups of SLn(Z) of finite index, given by

(SLn(Z) : Γ(N)) = |SLn(Z/NZ)| = Nn2−1
∏
p|N

(
n∏
i=2

(
1− 1

pi

))
.
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We have
Γ(M) ⊇ Γ(N)⇔M | N,

that is, “to contain is to divide”. So for primes p we have⋂
p∈P

Γ(p) = {In}.

This shows that SLn(Z) is residually finite.

Theorem 4.2.15. Any free group of countable rank is residually finite.

Proof. A free group of countable rank embeds into SL2(Z), see Corollary 4.2.10, which is
residually finite. �

4.3. Dehns fundamental problems

In his paper in 1912 Max Dehn explicitly raised three decision problems about finitely pre-
sented groups.

I. The word problem: Let G be a group given by a finite presentation. Does there exist an
algorithm to determine of an arbitrary word w in the generators of G whether or not w =G e?

II. The conjugacy problem: Let G be a group given by a finite presentation. Does there
exist an algorithm to determine of an arbitrary pair of words u and v in the generators of G
whether or not u and v define conjugate elements of G?

III. The isomorphism problem: Does there exist an algorithm to determine of an arbitrary
pair of finite presentations whether or not the groups they present are isomorphic?

Dehn came to these problems while looking at the fundamental groups of 2-dimensional sur-
faces. The question as to whether a given loop is homotopic to the identity is the word problem,
whether two loops are freely homotopic is the conjugacy problem and whether the fundamental
groups of two surfaces are isomorphic reflects the problem as to whether the spaces are home-
omorphic. It took almost 50 years before all of Dehn’s questions were finally answered. First,
Novikov proved the remarkable

Theorem 4.3.1 (Novikov-Boone 1954). There exists a finitely presented group with an
unsolvable word problem.

Notice that such a group with an unsolvable word problem also has an unsolvable conjugacy
problem. Novikov’s proof was a combinatorial tour-de-force. New and simpler proofs were
obtained by Boone in 1959 and Britton in 1961. Adyan in 1957 proved a most striking negative
theorem about finitely presented groups. We first need a definition.

Definition 4.3.2. An invariant property P of a finitely presented group G is called Markov,
if there exists a finitely presented group G+ with property P , and if there exists a finitely
presented group G− which cannot be embedded in any finitely presented group having property
P .

The groupG+ is called the positive witness, G− the negative witness for the Markov property
P . For example, the properties of being trivial, finite, abelian, having solvable word problem,
simple or free are Markov properties. Having rank 2 is not a Markov property since every
finitely presented group can be embedded in a finitely presented group of rank 2 by the Higman-
Neumann-Neumann embedding.
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Theorem 4.3.3 (Adyan 1957, Rabin 1958). Let P be a Markov property. Then there is no
algorithm which decides whether or not any finitely presented group has this property P .

Corollary 4.3.4. The isomorphism problem for finitely presented groups is recursively
unsolvable.

It follows that, from an algorithmic standpoint, finitely presented groups represent a com-
pletely intractable class. Of course, certain subclasses, such as finitely generated free groups,
or one-relator groups (finitely presented with only one relation) behave much better. Here the
word problem is solvable. Finitely presented, residually finite groups also have solvable word
problem.
The isomorphism problem for finitely presented solvable groups is recursively undecidable;
but on the other hand it has a positive solution for finitely generated nilpotent groups – see
Grunewald and Segal 1980. In fact they proved somewhat more. In particular their techniques,
which make use of the theory of arithmetic and algebraic groups, give rise to a positive solution
to the isomorphism problem for finite dimensional Lie algebras over Q, a problem that had
been open for almost a century.

4.4. Free products

The free product is an operation that takes two groups H and K and constructs a new
group H ∗K. The result contains both H and K as subgroups, is generated by the elements
of these subgroups, and is the “most general” group having these properties. Unless one of the
groups H and K is trivial, the free product is always infinite. Free products arise in algebraic
topology when comparing the fundamental groups of two (or more) topological spaces to the
fundamental group of the space obtained by joining them at a point. The free product of two
groups is the coproduct in the category of groups. This arises in homological algebra.

Definition 4.4.1. Suppose that H and K are two groups. A group L is said to be the
free product of H and K, denoted by L = H ∗ K if there are homomorphisms ιH : H → L
and ιK : K → L satisfying the following condition: for any pair of homomorphisms α : H → G
and β : K → G where G is any group, there is a unique homomorphism γ : L → G such that
α = γ ◦ ιH and β = γ ◦ ιK .

H
ιH //

α   

L

γ
��

K
ιKoo

β~~
G

As usual, the universal property shows that the free product is unique, up to isomorphism,
if it exists. The existence is not difficult to show since we can write down a presentation for
H ∗K from presentations of H and K.

Proposition 4.4.2. The free product H ∗K of two groups H and K exists.

Proof. Let H = 〈S | D〉 and K = 〈T | E〉 be presentations of H and K. By changing
one of the alphabets if necessary, we can assume S and T are disjoint. Then a presentation for
H ∗K can be obtained by joining these together, thus

H ∗K = 〈S ∪ T | D ∪ E〉.
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The required maps ιH and ιK are just the homomorphisms induced by the inclusions on gener-
ators. Both of these are monomorphisms. For instance, if we define ϕ : H ∗K → H by s 7→ s
and t 7→ 1 for all s ∈ S and all t ∈ T , then ϕ defines a homomorphism and ϕ◦ ιH is the identity
on H. So ιH is a monomorphism. It also follows from this argument that H∩K = {e}. Finally,
given homomorphisms α and β as in the definition, the required γ is given by γ(s) = α(s) for
s ∈ S and γ(t) = β(t) for t ∈ T . Then γ defines a homomorphism; since the definition was
forced on us, this is the unique such map. �

The construction can be generalized to any number of factors.

Example 4.4.3. 1. Fm ∗ Fn ∼= Fm+n for all n,m ∈ N.

2. C2 ∗ C2 = 〈x, y | x2 = y2 = e〉 ∼= D∞ = 〈s, t | s2 = (st)2 = e〉.
3. C2 ∗ C3

∼= PSL2(Z).

The free product F1 ∗F2 of free groups F1 and F2 is always a free group because free groups
have no relations. In particular we have Fm ∗Fn ∼= Fm+n. For n = m = 1 we obtain Z∗Z ∼= F2.
The infinite dihedral group D∞ = Isom(Z) is isomorphic to the free product C2 ∗C2, which can
be seen by identifying the reflections at 0 resp. at 1/2 with the generators of C2 ∗ C2.

By an alternating word in H ∗ K we mean an expression h1k1 · · ·hmkm, where by convention
one or both of h1 or km may not be present. Such an alternating expression is said to be reduced
if each hi 6=H e and each ki 6=K e when present.

Theorem 4.4.4 (Normal Form). Every element of the free product H ∗ K is equal to a
unique alternating expression h1k1 · · ·hmkm with hi 6=H e and each ki 6=K e when present. Here
uniqueness means that if two such expressions are equal in H ∗K, say

h1k1 · · ·hmkm =H∗K h′1k
′
1 · · ·h′nk′n

then n = m and each hi =H h′i and each ki =H k′i.

Proof. That any element is equal to an alternating expression is clear from the presenta-
tion. We have to show uniqueness. Let Ω denote the set of all reduced alternating expressions.
With each element h ∈ H we associate a permutation ϕ(h) in the group Sym(Ω) of all permu-
tations of by the rule

ϕ(h)(h1k1 · · ·hmkm) =

{
k1h2 · · ·hmkm if h = h−11

(hh1)k1 · · ·hmkm if h 6= h−11

where we understand the first case includes the possibility h1 is not present and h = 1. Also
in the second case h1 is not necessarily present. It is easy to check that ϕ(h−1) = (ϕ(h))−1

and that for h, h′ ∈ H we have ϕ(h)ϕ(h′) = ϕ(hh′). Thus the map h 7→ ϕ(h) defines a
homomorphism from H to Sym(Ω). In an entirely analogous way we define an action of K on
Ω and hence a homomorphism ψ : K → Sym(Ω). We thus obtain a homomorphism ϕ ∗ ψ : H ∗
K → Sym(Ω). Now if h1k1 · · ·hmkm is a reduced alternating expression, then the permutation
(ϕ ∗ ψ)(h1k1 · · ·hmkm) sends the empty expression to h1k1 · · ·hmkm. Hence h1k1 · · ·hmkm 6= 1
in H ∗K unless it is the empty expression. By induction this implies uniqueness. For suppose

h1k1 · · ·hmkm =H∗K h′1k
′
1 · · ·h′nk′n

where both sides are reduced alternating expressions. Then

e = h′1k
′
1 · · ·h′n(k′nk

−1
m )h−1m · · ·h−11
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and hence the right hand side is not reduced by what we have proved. Since the original
expressions were reduced, we must have km = k′n and so by induction the two expressions are
identical. �

The following is an alternate version of the normal form theorem. It follows immediately
from the above proof.

Proposition 4.4.5. A group G is the free product of its subgroups H and K if and only if
the following two conditions hold:

(1) H and K generate G, that is every element of G is equal to some alternating expression
h1k1 · · ·hmkm.

(2) If w ≡ h1k1 · · ·hmkm is an alternating expression and if w =G e then for some i either
hi =H e or ki =K e.

Example 4.4.6. The group G = H ∗K with H = 〈a | a2 = e〉 ∼= C2 and K = 〈b | b3 = e〉 ∼=
C3 has the presentation G = 〈a, b | a2 = b3 = e〉, and ab has infinite order.

A power of ab has the form (ab)n = abab · · · ab which is an alternating word. By the normal
form results, if (ab)n =G e then either a =H e or b =K e and neither is the case. Hence ab has
infinite order in G. More generally we have the following result.

Lemma 4.4.7. In the free product H ∗ K, every element of finite order is conjugate to an
element of H or of K. If both H and K are non-trivial, then H ∗K has elements of infinite
order; in fact every reduced alternating word of even length has infinite order.

Proof. An alternating word h1k1 · · ·hmkm is said to be cyclically reduced if it is reduced
and either has length 1 or even length. By cyclically permuting and reducing as often as possible
one arrives at a cyclically reduced word. Hence any alternating word is conjugate to a cyclically
reduced word in H ∗K. If a cyclically reduced word w has length at least 2, the w has infinite
order in H ∗K, for the same reasons that ab had infinite order in the above example. Hence
an element of finite order must be conjugate to an element of length 1, that is an element of H
or K. �

We want to mention the following result. The proof is not difficult, but we will omit it here.

Proposition 4.4.8. If H and K are residually finite, then their free product H ∗ K is
residually finite.

We recover Theorem 4.2.15, that free groups are residually finite.

Corollary 4.4.9. Free groups of countable rank are residually finite.

Proof. A free group is a free product of infinite cyclic groups, which are residually finite.
In fact, any finitely generated abelian group is residually finite, because for every non-identity
element there is a normal subgroup of finite index not containing it. Hence every free group is
residually finite by Proposition 4.4.8. �

We can also generalize free products to free products with amalgamation. This arises again
naturally in topology: by the theorem of Seifert and van Kampen, the fundamental group of
a space glued together of several (say two) components is a free amalgamated product of the
fundamental groups of the components over the fundamental group of the intersection (the two
subspaces and their intersection have to be non-empty and path-connected).
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Definition 4.4.10. Suppose that groups H and K have an isomorphic subgroup M , so
that there are a pair of embeddings σ : M ↪→ H and τ : M ↪→ K. The group L is the free
product of H and K with amalgamated subgroup M , denoted by L = H ∗MK, if there are maps
ιH : H → L and ιK : K → L such that ιH ◦ σ = ιK ◦ τ satisfying the following condition: for
any pair of homomorphisms α : H → G and β : K → G such that α ◦ σ = β ◦ τ where G is any
group, there is a unique homomorphism γ : L→ G such that α = γ ◦ ιH and β = γ ◦ ιK .

MN n
σ

~~

� p

τ

  
H

ιH //

α   

L

γ
��

K
ιKoo

β~~
G

Again it is easy to see that the free product L of H and K with amalgamated subgroup M
exists and is unique. We can just write down a presentation for L = H ∗M K. Suppose that
H and K are given by presentations, say H = 〈S | D〉 and K = 〈T | E〉. Also suppose that
M = 〈Q | V 〉. Only the generators of M are relevant here. By changing one of the alphabets
if necessary, we can assume S and T are disjoint. Then a presentation for H ∗M K can be
obtained by joining these together and identifying the images of M , thus

H ∗M K = 〈S ∪ T | D ∪ E, σ(q) = τ(q) ∀ q ∈ Q〉.
The required maps ιH and ιK are just the homomorphisms induced by the inclusions on
generators. Both of these are monomorphisms, but this is not obvious. Also one can show
H ∩K = σ(M) = τ(M), but again this is not obvious. We leave the details for the reader.

Example 4.4.11. 1. For the trivial group M = 1 we obtain H ∗M K = H ∗K.

2. One can show that the group SL2(Z) is isomorphic to the free amalgamated product C6∗C2C4.



CHAPTER 5

Group extensions

Given a group G and a normal subgroup N of G we may decompose G in a way into N
and G/N . The study of group extensions is related to the converse problem. Given N and Q,
we try to understand what different groups G can arise containing a normal subgroup N with
quotient G/N ∼= Q. Such groups are called extensions of N by Q. If N is abelian, then there is
a natural Q-action on N , making N a Q-module. In that case the cohomology group H2(Q,N)
classifies the equivalence classes of such group extensions which give rise to the given Q-module
structure on N .

Group homology and cohomology is usually treated in homological algebra. This deals with
category theory and in particular with the theory of derived functors. We will only focus on
group theory here, see [11].

5.1. Split extensions and semidirect products

We start with the definition of exact sequences.

Definition 5.1.1. A sequence of groups and group homomorphisms

· · · → An−1
αn−→ An

αn+1−−−→ An+1 → · · ·
is called exact at An if imαn = kerαn+1. The sequence is called exact if it is exact at each
group.

Example 5.1.2. 1. The sequence 1
α1−→ A

α2−→ 1 is exact if and only if A = 1 is the trivial
group.

2. The sequence 1
α−→ A

β−→ B
γ−→ 1 is exact if and only if A is isomorphic to B.

Indeed, 1 = imα1 = kerα2 = A in the first case, and 1 = imα = ker β, im β = ker γ = B in
the second, so that

A ∼= A/ ker β ∼= im β = B.

Example 5.1.3. A “short exact sequence” is given by

1→ A
′ α−→ A

β−→ A
′′ → 1

From the exactness we conclude that α is injective, β is surjective and

A
′ ∼= α(A

′
) = ker β.

Hence α(A
′
) being a kernel is a normal subgroup of A. Sometimes we will identify A′ with its

image α(A
′
). Furthermore we have

A/ ker β ∼= β(A) = A
′′
.

Hence A
′′

is isomorphic to the quotient A/A
′
.

55
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Definition 5.1.4. Let N and Q be groups. An extension of N by Q is a group G such that

(1) G contains N as a normal subgroup.
(2) The quotient G/N is isomorphic to Q.

An extension of groups defines a short exact sequence and vice versa: if G is an extension
of N by Q then

1→ N
ι−→ G

π−→ Q→ 1

is a short exact sequence where ι : N ↪→ G is the inclusion map and π : G � G/N is the
canonical epimorphism. If

1→ A
′ α−→ A

β−→ A
′′ → 1

is a short exact sequence, then A is an extension of α(A
′
) ∼= A

′
by β(A) ∼= A

′′
, see Example

5.1.3.

Example 5.1.5. Given any two groups N and Q, their direct product G = Q × N is an
extension of N by Q, and also an extension of Q by N .

Example 5.1.6. 1. The cyclic group C6 is an extension of C3 by C2. Hence we obtain the
short exact sequence

1→ C3 → C6 → C2 → 1.

2. The symmetric group respectively the dihedral group S3
∼= D3 is an extension of C3 by C2,

but not of C2 by C3. We obtain the short exact sequence

1→ C3 → D3 → C2 → 1.

In the first case, C3 is a normal subgroup of C6 with quotient isomorphic to C2. In the
second case let C3 = 〈(123)〉. This is a normal subgroup of D3 since the index is (D3 : C3) = 2.
The quotient is isomorphic to C2 = 〈(12)〉. Note that C2 is not a normal subgroup of D3.

Let M/L/K be a tower of field extensions such that the field extensions M/K and L/K are
normal. Denote by

Q := Gal(L/K),

N := Gal(M/L),

G := Gal(M/K).

Then G is a group extension of N by Q since N C G and Q ∼= G/N by Galois theory. In this
way be obtain some examples of group extensions.

Example 5.1.7. Let M/L/K be Q(
√

2,
√

3)/Q(
√

2)/Q. Then

Q := Gal(Q(
√

2)/Q) ∼= C2

N := Gal(Q(
√

2,
√

3)/Q(
√

2)) ∼= C2

G := Gal(Q(
√

2,
√

3)/Q) ∼= C2 × C2

This yields the short exact sequence

1→ C2 → C2 × C2 → C2 → 1.
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Let us prove that G ∼= C2 × C2. Since [Q(
√

2,
√

3) : Q] = 4 the group G has four elements:
the automorphisms

(
√

2,
√

3) 7→


(
√

2,
√

3)

(−
√

2,
√

3)

(
√

2,−
√

3)

(−
√

2,−
√

3)

Hence all non-trivial elements of G have order 2.

Example 5.1.8. Let M/L/K be Q(
√

2,
√

2 +
√

2)/Q(
√

2)/Q. Then

Q := Gal(Q(
√

2)/Q) ∼= C2

N := Gal(Q(
√

2,
√

2 +
√

2)/Q(
√

2)) ∼= C2

G := Gal(Q(
√

2,
√

2 +
√

2)/Q) ∼= C4

This yields the short exact sequence

1→ C2 → C4 → C2 → 1.

To show that the Galois group of Q(
√

2,
√

2 +
√

2) over Q is cyclic of order 4, we will use
the following well known result:

Lemma 5.1.9. Let K be a field of characteristic different from 2 and assume that a is not
a square in K. Let L := K(

√
a). Then there exists a tower of normal field extensions M/L/K

with Gal(M/K) ∼= C4 if and only if a ∈ K2 +K2. In that case there exist s, t ∈ K, t 6= 0 such

that M = L(
√
s+ t

√
a).

In our case K = Q, L = Q(
√

2) and a = 2. Since 2 = 12 + 12 we have Gal(M/K) ∼= C4 and
with s = 2, t = 1,

M = L(
√

2 +
√

2) = Q(
√

2,
√

2 +
√

2).

Definition 5.1.10. Let 1 → N
α−→ G

β−→ Q → 1 be a given group extension. Denote by
τ : Q ∼= G/α(N) → G the map assigning each coset x ∈ G/α(N) a representative τ(x) ∈ G.
Any such function τ : Q→ G is called a transversal function.

By definition we have β(τ(x)) = x, i.e.,

βτ = id |Q .

In general a transversal function need not be a homomorphism. If it is however we obtain a
special class of extensions.

Definition 5.1.11. An extension 1 → N
α−→ G

β−→ Q → 1 is called split if there is a
transversal function τ : Q → G which is a group homomorphism. In that case τ is called a
section.

Sometimes this is called right-split, whereas left-split means that there exists a homomor-
phism σ : G → N such that σα = id |N . For the category of groups however, the properties
right-split and left-split need not be equivalent.
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Example 5.1.12. The extensions of Example 5.1.6 are both split:

1→ C3 → C6 → C2 → 1

1→ C3 → D3 → C2 → 1

On the other hand the extension

1→ C2 → C4 → C2 → 1

of Example 5.1.8 is not split.

Since a transversal function τ in these examples is given by its values on [0] and [1] in C2,
it is easily seen that we can find a section for the first two examples. As to the last extension
it is clear that C2 does not have a complement in C4. But this implies that the extension is
not splitting as we will see in the following.

Definition 5.1.13. Two subgroups N,Q ≤ G are called complementary if N ∩Q = 1 and
G = NQ.

In general, NQ = {nq | n ∈ N, q ∈ Q} is not a subgroup of G. In fact, it is a subgroup if
and only if NQ = QN . Hence in particular it is a subgroup if N CG or QCG.

Example 5.1.14. The subgroups N = 〈(123)〉 and Q = 〈(12)〉 are complementary subgroups
in G = S3. The subgroups N = 〈(12)〉 and Q = 〈(234)〉 of G = S4 are not complementary.

The first case is clear, for the second note that |NQ| = |N | · |Q| · |N ∩ Q|−1 = 6, hence
NQ 6= S4.

Lemma 5.1.15. Let N,Q ≤ G be subgroups. Then N and Q are complementary if and only
if each element g ∈ G has a unique representation g = nq with n ∈ N, q ∈ Q.

Proof. If N and Q are complementary then G = NQ, hence each element g ∈ G has a
representation g = nq. To show the uniqueness assume that g = nq = mp with n,m ∈ N and
p, q ∈ Q. Then n−1gp−1 = qp−1 = n−1m ∈ N ∩Q = 1 and hence m = n and p = q. Conversely
the unique representation implies G = NQ and N ∩Q = 1. �

Definition 5.1.16. A group G is called inner semidirect product of N by Q if

(1) N is a normal subgroup of G.
(2) N and Q are complementary in G.

In that case we will now write G = QnN . Often it is also written G = N oQ.

Example 5.1.17. Both S3 and C6 are inner semidirect products of C3 by C2.

This says that in contrast to direct products, an inner semidirect product G of N by Q
is not determined up to isomorphism by the two subgroups. It will also depend on how N is
normal in G.

Example 5.1.18. The groups Sn and Dn are inner semidirect products as follows:

Sn = C2 n An

Dn = C2 n Cn
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Clearly An C Sn and C2, An are complementary subgroups in Sn. Recall that

Dn = 〈s, t | sn = t2 = 1, tst = s−1〉
and write Cn = 〈s〉, C2 = 〈t〉. Then Cn CDn and Cn and C2 are complementary in Dn.

An inner semidirect product of N by Q is also an extension of N by Q since Q ∼= G/N .
More precisely we have:

Proposition 5.1.19. For a group extension 1→ N
α−→ G

β−→ Q→ 1 the following assertions
are equivalent:

(1) There is a group homomorphism τ : Q→ G with βτ = id |Q.
(2) α(N) ∼= N has a complement in G, i.e., G ∼= QnN .

Corollary 5.1.20. G is an inner semidirect product of N by Q if and only if G is a split
extension of N by Q.

Proof. Let τ be a section. We will show that τ(Q) then is a complement of α(N) = ker β
in G. So let g ∈ ker β ∩ τ(Q). With g = τ(q) for some q ∈ Q it follows

1 = β(g) = β(τ(q)) = q

Since τ is a homomorphism g = τ(q) = τ(1) = 1. So we have

α(N) ∩ τ(Q) = 1

Now let g ∈ G and define x := β(g) ∈ Q. Then τ(x) ∈ G and

β(gτ(x−1)) = β(g) · β(τ(x−1)) = xx−1 = 1

so that gτ(x−1) = α(n) for some n ∈ N since it lies in ker β = α(N). Using τ(x)−1 = τ(x−1)
we obtain g = α(n)τ(x), i.e.,

G = α(N)τ(Q)

Since α and τ are monomorphisms we have G ∼= QnN , Q ∼= τ(Q) and N ∼= α(N).

For the converse direction let C be a complement of α(N) in G, i.e.,

C ∩ α(N) = 1

C · α(N) = G

The homomorphism lemma now says that α(N) ⊂ ker β implies the existence of a unique
homomorphism γ : G/α(N)→ Q such that the following diagram commutes:

G
β //

ϕ

��

Q

G/α(N)

γ

;;

In fact, γ is defined by γ(gα(N)) = β(g). Let us now restrict ϕ to the complement C. We still
denote this map by ϕ. By assumption it is an isomorphism, given by c 7→ cα(N) for c ∈ C.
Hence there exists a unique homomorphism γ : G/α(N)→ Q satisfying

γ(ϕ(c)) = γ(cα(N)) = β(c)

for all c ∈ C, i.e., γ ◦ ϕ = β. Note that γ is an isomorphism. Hence the map

τ : Q→ C ⊂ G, q 7→ ϕ−1(γ−1(q))
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is a homomorphism with

β(τ(q)) = (γ ◦ ϕ)(ϕ−1(γ−1(q))) = q

hence with βτ = id |Q. �

Example 5.1.21. The following exact sequences are both split:

1→ An
ι−→ Sn

sign−−→ {±1} → 1

1→ SLn(k)
ι−→ GLn(k)

det−→ k× → 1

It follows that Sn ∼= C2 n An and GLn(k) ∼= k× n SLn(k).

Since ker sign = An we see that the first sequence is exact. It also splits. Let π ∈ Sn be a
transposition and define τ : {±1} → Sn by τ(1) = id and τ(−1) = π. Then τ is a section. For
the second sequence define τ : k× → GLn(k) by

a 7→


1 . . . 0 0
...

. . .
...

...
0 . . . 1 0
0 . . . 0 a


This is a section since τ(ab) = τ(a)τ(b) and (β ◦ τ)(a) = det τ(a) = a.

Definition 5.1.22. Let N,Q be two groups and ϕ : Q → Aut(N) be a homomorphism.
Define a multiplication on Q×N as follows:

(5.1) (x, a)(y, b) = (xy, ϕ(y)(a) · b)

for x, y ∈ Q and a, b ∈ N . Then Q × N together with this multiplication becomes a group
which is denoted by G = Q nϕ N . It is called the outer semidirect product of N by Q with
respect to ϕ.

Note that this corresponds to Definition 2.4.6, where we wrote the group law on N × Q,
instead of Q × N . We have ϕ(xy) = ϕ(y) ◦ ϕ(x) for all x, y ∈ Q. The product on the RHS
denotes the composition of automorphisms in Aut(N). Let us verify the group axioms. The
element (1, 1) is a left unit element in G:

(1, 1)(x, a) = (x, ϕ(x)(1) · a) = (x, a)

A left inverse element to (x, a) is given by (x−1, b−1) where b = ϕ(x−1)(a):

(x−1, b−1)(x, a) = (x−1x, ϕ(x)(b−1) · a) = (1, ϕ(x)(ϕ(x−1)(a−1)) · a)

= (1, a−1a) = (1, 1)
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since b−1 = (ϕ(x−1)(a))−1 = ϕ(x−1)(a−1). Finally the multiplication is associative.

[(x, a)(y, b)](z, c) = (xy, ϕ(y)(a) · b)(z, c) = (xyz, ϕ(z)(ϕ(y)(a) · b) · c)
= (xyz, ((ϕ(z) ◦ ϕ(y))(a) · ϕ(z)(b) · c)

(x, a)[(y, b)(z, c)] = (x, a)(yz, ϕ(z)b · c) = (xyz, ϕ(yz)(a) · ϕ(z)(b) · c)

Since ϕ is a homomorphism both sides coincide.

We want to explain the relation between an inner and outer semidirect product. If

1→ N
α−→ G

β−→ Q→ 1

is a short exact sequence, then G acts on the normal subgroup α(N)CG by conjugation:

G× α(N)→ α(N), (g, α(a)) 7→ g−1α(a)g

Definition 5.1.23. The assignment γ(g) = g−1α(a)g defines a homomorphism γ : G →
Aut(α(N)). The restriction on the quotient G/α(N) ∼= Q is also denoted by γ : Q→ Aut(N).

Proposition 5.1.24. Let G = Qnϕ N be an outer semidirect product of N by Q. Then G
defines a split short exact sequence

1→ N
α−→ G

β
//Q

τoo → 1

where the maps α, β, τ are given by

α(a) = (1, a), β((x, a)) = x, τ(x) = (x, 1)

such that

(5.2) α ◦ ϕ(x) = γ(τ(x)) ◦ α

Proof. We show first that α(N) is normal in G so that γ : Q → Aut(N) is well defined.
Let (x, a) ∈ G and (1, c) ∈ α(N).

(x, a)−1(1, c)(x, a) = (x−1, ϕ(x−1)(a−1)) · (x, ϕ(x)(c) · a)

= (1, a−1 · ϕ(x)(c) · a) ∈ α(N)

Applying this computation we obtain for all a ∈ N

γ(τ(x))[α(a)] = τ(x)−1α(a)τ(x) = (x, 1)−1(1, a)(x, 1)

= (1, ϕ(x)(a)) = α[ϕ(x)(a)]

which gives (5.2). Since obviously α is a monomorphism and β is an epimorphism with
βτ = id we obtain a split short exact sequence. The group G is also an inner semidirect
product of α(N) by τ(Q). �

Conversely the following result holds.
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Proposition 5.1.25. Each split short exact sequence 1 → N
α−→ G

β−→ Q → 1 defines via
(5.2) an outer semidirect product Qnϕ N which is isomorphic to G.

Proof. Since α is a monomorphism (5.2) defines a homomorphism ϕ : Q → Aut(N).
Define the map ψ : Qnϕ N → G by

(5.3) ψ[(x, a)] = τ(x) · α(a)

By Lemma (5.1.15) the map ψ is bijective. Moreover it is a homomorphism. We have

ψ[(x, a)(y, b)] = ψ[(xy, ϕ(y)(a) · b)] = τ(xy) · α(ϕ(y)(a)) · α(b)

= τ(x)τ(y) · α(ϕ(y)(a)) · α(b)

by (5.1) and the fact that τ is a homomorphism. On the other hand

ψ[(x, a)]ψ[(y, b)] = τ(x)α(a) · τ(y)α(b) = τ(x)τ(y) ·
(
τ(y)−1α(a)τ(y)

)
· α(b)

= τ(x)τ(y) · γ(τ(y))(α(a)) · α(b) = τ(x)τ(y) · α(ϕ(y)(a)) · α(b)

�

Example 5.1.26. Let C2 act on Cn by the automorphism x 7→ x−1. Then Dn
∼= C2 nϕ Cn.

The homomorphism ϕ : C2 → Aut(Cn) is defined by ϕ(1) = id, ϕ(−1)(x) = x−1.

The following well known result shows that certain group extensions are always semidirect
products.

Schur-Zassenhaus 5.1.27. Let N and Q be finite groups of coprime order. Then every

short exact sequence 1 → N
α−→ G

β−→ Q → 1 splits. Hence each extension of N by Q is a
semidirect product.

We will prove this theorem later, see Proposition 6.5.6. There is an elegant proof for the
case that N is abelian using the second cohomology group H2(Q,N). The general case can be
proved with an induction over the order of N reducing the problem to a central extension. An
above extension is called central if α(N) ⊂ Z(G) is satisfied. In that case N is abelian. In fact,
the above result has first been proved by Schur in 1902 for central extensions.
Note that the result need not be true if the orders are not coprime. A short exact sequence
1→ C2 → G→ C2 → 1 may split or may not. Take G = C2 × C2 or G = C4 respectively.

5.2. Equivalent extensions and factor systems

How can we describe all possible extensions G of a group N by another group Q? We will

view extensions as short exact sequences 1 → N
α−→ G

β−→ Q → 1. There will be a natural
equivalence relation on the set of such extensions. As a preparation we will need the following
Lemma.

Lemma 5.2.1. Suppose that we have the following commutative diagram of groups and ho-
momorphisms with exact rows:
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1 // A

f
��

α // B

g
��

β // C

h
��

// 1

1 // A
′ γ // B

′ δ // C
′ // 1

If f and h are both injective, respectively surjective, then so is g. In particular, if f and h
are isomorphisms, so is g.

Proof. By assumption we know that α, γ are injective, β, δ are surjective and imα =
ker β, im γ = ker δ. Since the diagram commutes we have

(5.4) γf = gα, hβ = δg

Assume first that f and h are injective. We will show that g then is also injective. Let g(b) = 1
for some b ∈ B. Then by (5.4)

1 = δ(g(b)) = h(β(b)) =⇒ β(b) = 1

since h is injective. It follows b ∈ ker β = imα, hence α(a) = b for some a ∈ A. Then again by
(5.4)

1 = g(b) = g(α(a)) = γ(f(a)) =⇒ f(a) = 1

since γ is injective. But f is also injective hence a = 1 and b = α(1) = 1. This proves the
injectivity of g.
For the second part assume now that f and h are surjective. We will show that g is also
surjective. Let b′ ∈ B′ be given. Since h is surjective there is a c ∈ C such that h(c) = δ(b′) ∈ C ′.
Since β is surjective there is a b ∈ B such that β(b) = c. It follows

δ(g(b)) = h(β(b)) = h(c) = δ(b′)

so that δ (g(b)−1b′) = 1 and g(b)−1b′ ∈ ker δ = im γ. it follows g(b)−1b′ = γ(a′) for some a′ ∈ A′.
Since f is surjective there is an a ∈ A such that f(a) = a′ so that, using (5.4)

g(α(a)) = γ(f(a)) = γ(a′) = g(b)−1b′

which implies b′ = g(b) · g(α(a)) = g(b · α(a)). Hence g is surjective. �

The following result involving 10 groups and 13 group homomorphisms generalizes the above
Lemma.

Lemma 5.2.2. Consider the following commutative diagram of groups and homomorphisms
with exact rows.

A1

f1
��

α1 // A2

f2
��

α2 // A3

f3
��

α3 // A4

f4
��

α4 // A5

f5
��

B1
β1 // B2

β2 // B3
β3 // B4

β4 // B5

Then the following holds.

(a) If f2, f4 are onto and f5 is one-to-one, then f3 is onto.
(b) If f2, f4 are one-to-one and f1 is onto, then f3 is one-to-one.
(c) In particular, if f1, f2 and f4, f5 are isomorphisms, so is f3.

The proof is done in a completely analogous way and is left to the reader.
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Definition 5.2.3. Let N and Q be groups. Two extensions G and G′ of N by Q are called
equivalent if there exists a homomorphism ϕ : G → G′ such that the following diagram with
exact rows becomes commutative:

1 // N

id
��

α // G

ϕ

��

β // Q

id
��

// 1

1 // N
γ // G′

δ // Q // 1

If the extensions G and G′ are equivalent then they are automatically isomorphic as groups
since ϕ is then an isomorphism by Lemma 5.2.2. The converse however need not be true. There
exist inequivalent extensions G and G′ which are isomorphic as groups. Classifying inequivalent
group extensions is in general much finer than classifying non-isomorphic groups. We will see
that in the next example. Formally we will write

(G,α, β) ' (G′, γ, δ)

for two equivalent group extensions. In that case there exists a homomorphism ϕ : G → G′

such that γ = ϕα and β = δϕ. This defines an equivalence relation. Clearly the relation is
reflexive since (G,α, β) ' (G,α, β) with ϕ = id. It is symmetric since (G,α, β) ' (G′, γ, δ)
implies (G′, γ, δ) ' (G,α, β) with ϕ−1 : G′ → G. To show transitivity consider the following
diagram:

1 // N

id
��

α // G

ϕ

��

β // Q

id
��

// 1

1 // N

id
��

γ // G′

ϕ′

��

δ // Q

id
��

// 1

1 // N
ε // G′′

κ // Q // 1

Assume that (G,α, β) ' (G′, γ, δ) and (G′, γ, δ) ' (G′′, ε, κ). It follows that there are homo-
morphisms ϕ : G→ G′ and ϕ′ : G′ → G′′ such that

γ = ϕα, β = δϕ, ε = ϕ′γ, δ = κϕ′

Defining ϕ′′ := ϕ′ϕ : G→ G′′ it follows

ε = ϕ′γ = ϕ′ϕα = ϕ′′α

β = δϕ = κϕ′ϕ = κϕ′′

Hence we have (G,α, β) ' (G′′, ε, κ).

Example 5.2.4. Let p be a prime. Then there are p inequivalent extensions G of Cp by Cp.
Since G has order p2 it is either isomorphic to Cp × Cp or to Cp2.

Besides the split exact sequence 1→ Cp → Cp ×Cp → Cp → 1 consider the following p− 1
short exact sequences

1→ Cp
α−→ Cp2

βi−→ Cp → 1
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where Cp = 〈a〉 = {1, a, a2, . . . , ap−1} and Cp2 = 〈g〉 = {1, g, g2, . . . , gp2−1} and the homomor-
phisms α and β are given by

α : Cp → Cp2 , a 7→ gp

βi : Cp2 → Cp, g 7→ ai, i = 1, 2, . . . , p− 1

The sequences are exact since βi(α(a)) = βi(g
p) = api = 1 in Cp, hence imα = ker βi.

We claim that any two extensions βi and βj for i 6= j are inequivalent. Suppose (Cp, α, βi) '
(Cp, α, βj), i.e.,

1 // Cp

id
��

α // Cp2

ϕ

��

βi // Cp

id
��

// 1

1 // Cp
α // Cp2

βj // Cp // 1

and α = ϕα, βi = βjϕ. It follows

gp = α(a) = ϕ(α(a)) = ϕ(gp) = ϕ(g)p

Now ϕ(g) = gr generates Cp2 since ϕ is an isomorphism. Hence p - r and gp = ϕ(gp) = gpr in
Cp2 . This implies r ≡ 1(p). On the other hand we have

ai = βi(g) = βj(ϕ(g)) = βj(g
r) = ajr

in Cp. It follows i ≡ jr(p). Together with r ≡ 1(p) we have i ≡ j(p) or i = j and βi = βj. So
we have proved the claim.

Remark 5.2.5. There are exactly p equivalence classes of extensions of Cp by Cp. We will
see later that they are in bijection with the elements in the group H2(Cp, Cp) ∼= Cp where Cp
acts trivially on Cp.

We will now reduce the classification of group extensions to so called factor systems.
Schreier’s theorem yields a bijection between the equivalence classes of group extensions and
the equivalence classes of the associated parameter systems.

Definition 5.2.6. Let N and Q be two groups. A pair of functions (f, T )

f :Q×Q→ N

T :Q→ Aut(N)

is called a factor system to N and Q if

f(xy, z)T (z)(f(x, y)) = f(x, yz)f(y, z)(5.5)

T (y) ◦ T (x) = γ (f(x, y)) ◦ T (xy)(5.6)

f(1, 1) = 1(5.7)

for all x, y, z ∈ Q.



66 5. GROUP EXTENSIONS

The second condition (5.6) means, using the definition of γ

T (y) (T (x)(n)) = f(x, y)−1T (xy)(n)f(x, y)

for all n ∈ N . Sometimes T is referred to as the automorphism system.

Remark 5.2.7. If we choose f(x, y) ≡ 1 then (f, T ) is called the trivial factor system. In
that case T is a homomorphism by (5.6) and (5.5) reduces to 1 = 1.

Condition (5.7) corresponds to a normalization. The first two conditions already imply the
following conditions:

Lemma 5.2.8. Let (f, T ) be a pair of functions as above where only conditions (5.5) and
(5.6) are satisfied. Then it follows

T (1) = γ(f(1, 1))(5.8)

f(x, 1) = f(1, 1)(5.9)

f(1, y) = T (y)(f(1, 1))(5.10)

for all x, y ∈ Q.

Proof. By (5.6) we have T (1) ◦T (1) = γ(f(1, 1))T (1) so that T (1) = γ(f(1, 1)). It follows
f(1, 1)−1f(x, 1)f(1, 1) = T (1)(f(x, 1)) and hence

f(x, 1)f(1, 1) = f(1, 1)T (1)(f(x, 1))

= f(x, 1)T (1)(f(x, 1))

where we have used (5.5) with z = y = 1 for the last equation. This shows (5.9).
Setting x = y = 1 in (5.5) we obtain

f(1, z)T (z)(f(1, 1)) = f(1, z)f(1, z)

Multiplying f(1, z)−1 from the left yields (5.10). �

Corollary 5.2.9. Let (f, T ) be a factor system to N and Q. Then

f(x, 1) = f(1, y) = 1(5.11)

T (1) = id |N(5.12)

for all x, y ∈ Q.

Proof. By (5.7) it follows T (1) = γ(f(1, 1)) = γ(1) = id |N . Furthermore f(x, 1) =
f(1, 1) = 1 and f(1, y) = T (y)(1) = 1 since T (y) is an automorphism of N . �

We can associate a factor system with each group extension as follows.

Proposition 5.2.10. Each group extension 1 → N
α−→ G

β−→ Q → 1 together with a
transversal function τ : Q→ G defines a factor system (fτ , Tτ ).

This associated factor system depends not only on the extension, but also on the choice of
a transversal function τ .

Proof. Let x ∈ Q ' G/α(N) be a coset of α(N) in G and τ a fixed transversal function
x 7→ τ(x). It satisfies βτ = id on Q. Since α(N) is normal in G, the element τ(x)−1α(n)τ(x)
is in α(N). We will denote it by

(5.13) α(Tτ (x)(n)) = τ(x)−1α(n)τ(x)



5.2. EQUIVALENT EXTENSIONS AND FACTOR SYSTEMS 67

where Tτ (x)(n) ∈ N . This defines automorphisms Tτ (x) of N and a map Tτ : Q → Aut(N).
Since β is a homomorphism we have

β(τ(xy)−1τ(x)τ(y)) = (βτ)((xy)−1) · (βτ)(x)(βτ)(y) = (xy)−1xy = 1

and hence τ(xy)−1τ(x)τ(y) ∈ ker β = α(N). It follows that there exists a unique element
fτ (x, y) ∈ N such that

(5.14) τ(x)τ(y) = τ(xy)α(fτ (x, y))

Now we have to verify the conditions (5.5),(5.6),(5.7) for the pair (fτ , Tτ ) which we will
denote by (f, T ). We set

(5.15) τ(1) = 1

This condition is not essential, but it helps simplify some of the computations. By (5.14)
we have

τ(1)τ(1) = τ(1)α(f(1, 1))

hence α(f(1, 1)) = 1 and f(1, 1) = 1. Hence (5.7) is satisfied. By using (5.13) and (5.14) we
obtain

(αT (y)T (x)) (n) = τ(y)−1τ(x)−1α(n)τ(x)τ(y)

= (α(f(x, y))−1 · τ(xy)−1α(n)τ(xy) · α(f(x, y))

= (α(f(x, y))−1 · α(T (xy)(n)) · α(f(x, y))

This implies (5.6). Using (5.14) we have

τ((xy)z) = τ(xy)τ(z) (α(f(xy, z))−1

= τ(x)τ(y) (α(f(x, y))−1 · τ(z) (α(f(xy, z))−1

τ(x(yz)) = τ(x)τ(yz) (α(f(x, yz))−1

= τ(x)τ(y)τ(z) (α(f(y, z))−1 (α(f(x, yz))−1

Using the associativity in G both terms must be equal, i.e.,

α(f(x, yz))α(f(y, z)) = α(f(xy, z)) · τ(z)−1α(f(x, y))τ(z)

= α(f(xy, z) · α(T (z)(f(x, y))

Since α is a monomorphism we obtain (5.5). �

Now we have associated a factor system (Tτ , fτ ) to a group extension and a transversal
function τ . Does every factor system (f, T ) arise in such a way ? The answer is given by the
following proposition.

Proposition 5.2.11. For each factor system (f, T ) to N and Q there is a group extension
G of N by Q such that (f, T ) = (fτ , Tτ ) for a suitable choice of a transversal function τ .
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Proof. Given (f, T ) we define a group structure on G = Q×N as follows.

(5.16) (x, a) ◦ (y, b) = (xy, f(x, y)T (y)(a)b)

for x, y ∈ Q and a, b ∈ N . This generalizes the construction of the outer semidirect product.
If we choose the trivial factor system f(x, y) = 1 for all x, y ∈ Q, then T : Q → Aut(N) is a
homomorphism and the above definition coincides with the outer semidirect product QnT N .
We need to show that the group laws are satisfied, that G is a group extension of N by Q and
that (fτ , Tτ ) is exactly (f, T ) with a suitable choice of τ . We start with the associativity. We
have

(x, a) ◦ [(y, b) ◦ (z, c)] = (x, a) ◦ [yz, f(y, z)T (z)(b)c]

= (xyz, f(x, yz)T (yz)(a)f(y, z)T (z)(b)c),

and

[(x, a) ◦ (y, b)] ◦ (z, c) = [xy, f(x, y)T (y)(a)b] ◦ (z, c)

= (xyz, f(xy, z)T (z)
(
f(x, y)T (y)(a)b

)
c)

= (xyz, f(xy, z)T (z)(f(x, y)) · T (z)(T (y)(a)b)c)

= (xyz, f(xy, z)T (z)(f(x, y)) · γ(f(y, z))(T (yz)(a)) · T (z)(b)c)

= (xyz, f(x, yz) · f(y, z)γ(f(y, z))(T (yz)(a)) · T (z)(b)c)

= (xyz, f(x, yz)T (yz)(a)f(y, z)T (z)(b)c).

In the second computation we have first used that T (z) is an automorphism of N , then
(5.6) and (5.5). Let b := f(x, x−1)T (x−1)(a). Then (x−1, b−1) is the inverse of (x, a).

(x, a) ◦ (x−1, b−1) = (xx−1, f(x, x−1)T (x−1)(a) · b−1) = (1, 1)

Clearly (1, 1) is the unit element

(1, 1) ◦ (y, b) = (y, f(1, y)T (y)(1)b) = (y, b)

Now define β : G→ Q by (x, a) 7→ x. This map is a surjective homomorphism:

β((x, a)) ◦ β((y, b)) = xy = β
(
(xy, f(x, y)T (y)(a)b

)
= β((x, a) ◦ (y, b))

where we have used (5.16) in the last step. The map (1, a) 7→ a is an isomorphism from
ker β = {(1, a) | a ∈ N} to N :

(1, a) ◦ (1, b) = (1, f(1, 1)T (1)(a)b) = (1, ab)
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The map α : N → G defined by a 7→ (1, a) is a monomorphism. We obtain a short exact

sequence 1→ N
α−→ G

β−→ Q→ 1 and hence an extension G of N by Q.

The next step is to choose a transversal function τ : Q → G. The most natural choice is
τ(x) = (x, 1). Since

τ(x) ◦ τ(y) = (x, 1) ◦ (y, 1) = (xy, f(x, y)),

τ(xy)α(f(x, y)) = (xy, 1) ◦ (1, f(x, y)) = (xy, f(xy, 1)T (1)(1)f(x, y)

= (xy, f(x, y))

we have τ(x)τ(y) = τ(xy)α(f(x, y)). Comparing with (5.14), where fτ (x, y) was uniquely
determined, it follows fτ = f . Using (5.5) with y = x−1 and f(1, x) = f(x, 1) = 1 we obtain
T (x)(f(x, x−1) = f(x−1, x). Since T (x) is an automorphism it follows

(5.17) T (x)(f(x, x−1)−1) = f(x−1, x)−1

so that, using the formula for the composition of three elements from above

(x, 1)−1 ◦ (1, a) ◦ (x, 1) = (x−1, f(x−1, x)−1) ◦ (1, a) ◦ (x, 1)

= (x · 1 · x−1, f(x−1, x)T (x)
(
f(x−1, x)−1

)
f(1, x)T (x)(a) · 1)

= (1, T (x)(a))

This is just τ(x)−1α(a)τ(x) = α(T (x)(a)) and a comparison with (5.13) shows Tτ = T . �

Example 5.2.12. Consider the extension 1 → C2
α−→ C4

β−→ C2 → 1 where N = C2 =
〈a〉, C4 = 〈g〉, Q = C2 = 〈x〉 and α(a) = g2, β(g) = x. Determine the associated factor system
(fτ , Tτ ) where τ is given by τ(1) = 1, τ(x) = g.

Tτ : C2 → Aut(C2) is given by Tτ (1) = Tτ (x) = id since α(Tτ (x)(a)) = τ(x)−1α(a)τ(x) =
g−1g2g = g2 and hence Tτ (x)(a) = a. The map fτ : C2 × C2 → C2 is given by

f(1, 1) = f(1, x) = f(x, 1) = 1, f(x, x) = a

We have to show only the last condition. It is g ·g = τ(x)τ(x) = α(f(x, x)) so that f(x, x) = a.

Example 5.2.13. Determine the group extension 1 → C2
α−→ G

β−→ C2 → 1 to the above
factor system (fτ , Tτ ).

The group G = {(1, 1), (1, a), (x, 1), (x, a)} has the following multiplication

(x, a) ◦ (y, b) = (xy, f(x, y)ab)

Using x2 = a2 = 1 we obtain

(x, a)4 = ((x, a) ◦ (x, a))2 = (x2, f(x, x)a2)2 = ((1, a))2

= (1, a) ◦ (1, a) = (1, f(1, 1)a2) = (1, 1)
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Since (x, a)2 = (1, a) 6= (1, 1) the group G is isomorphic to C4.

So far we have constructed a correspondence between factor systems (f, T ) to N and Q and
group extensions G of N by Q. However, the correspondence is not yet one-to-one. There
are many factor systems (fτ , Tτ ) associated with one group extension. We will introduce an
equivalence relation on the set of factor systems.

Lemma 5.2.14. Let 1 → N
α−→ G

β−→ Q → 1 be a group extension and (f, T ), (f ′, T ′) two
associated factor systems. Then there is a map h : Q→ N such that

T ′(x) = γ(h(x)) ◦ T (x)(5.18)

f ′(x, y) = h(xy)−1f(x, y) · T (y)(h(x)) · h(y)(5.19)

Proof. The associated factor systems (f, T ) and f ′, T ′) arise by two transversal functions
τ : Q→ G and τ ′ : Q→ G. They just assign a given coset two representatives. Hence

τ ′(x) = τ(x)`(x)(5.20)

with a map ` : Q→ α(N). Define h : Q→ N by α(h(x)) = `(x). Using (5.13) we obtain

α(T ′(x)(n)) = τ ′(x)−1α(n)τ ′(x) = `(x)−1 · τ(x)−1α(n)τ(x) · `(x)

= α
(
h(x)−1

)
· α (T (x)(n)) · α(h(x))

so that α ◦ T ′(x) = α ◦ γ(h(x)) ◦ T (x) and (5.18) follows. Using (5.14) we obtain

α (f ′(x, y)) = τ ′(xy)−1τ ′(x)τ ′(y) = `(xy)−1 · τ(xy)−1 · τ(x)`(x)τ(y)`(y)

= `(xy)−1α(f(x, y)) · τ(y)−1α(h(x))τ(y) · `(y)

= `(xy)−1α(f(x, y)) · α(T (y))(h(x)) · `(y)

= α
(
h(xy)−1

)
· α(f(x, y)) · α(T (y)(h(x)) · α(h(y))

This implies (5.19). �

The Lemma tells us how to define the equivalence relation.

Definition 5.2.15. Let (f, T ) and (f ′, T ′) be two factor systems to N and Q. They are
called equivalent if there is a map h : Q → N such that (5.18) and (5.19) are satisfied, and
h(1) = 1.

If we take h(x) = 1 for all x ∈ Q then it follows immediately (f, T ) = (f ′, T ′). Different
choices of the transversal function τ lead to equivalent factor systems in our correspondence.
Next we show that the equivalence relation is compatible with equivalent group extensions.
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Proposition 5.2.16. Equivalent group extensions

1 // N

id
��

α // G

ϕ

��

β // Q

id
��

// 1

1 // N
γ // G′

δ // Q // 1

define equivalent factor systems.

Proof. Choose any transversal function τ to the extension 1→ N
α−→ G

β−→ Q→ 1 and let
(f, T ) denote the associated factor system. Let (f ′, T ′) the factor system associated with the

extension 1→ N
α−→ G

β−→ Q→ 1 and the following τ ′ : Q→ G:

τ ′(x) = ϕ(τ(x))(5.21)

Since γ = ϕα and β = δϕ we have δτ ′ = δϕτ = βτ = id. So τ ′ is really a transversal
function. Its choice is such that (f ′, T ′) coincides with (f, T ). Hence the two factor systems
are equivalent. In fact, by (5.13) we have

γ (T ′(x)(a)) = τ ′(x)−1γ(a)τ ′(x) = τ ′(x)−1ϕ(α(a))τ ′(x)

= ϕ(τ(x)−1) · ϕ(α(a)) · ϕ(τ(x)) = ϕ
(
τ(x)−1α(a)τ(x)

)
= (ϕ ◦ α)(T (x)(a)) = γ(T (x)(a))

Since γ is injective we have T ′ = T . Using (5.14) we have

τ ′(xy)γ(f ′(x, y)) = τ ′(x)τ ′(y) = ϕ(τ(x)) · ϕ(τ(y))

= ϕ(τ(x)τ(y)) = ϕ[τ(xy) · α(f(x, y))]

= (ϕτ)(xy) · (ϕα)(f(x, y)) = τ ′(xy)γ(f(x, y))

This implies f ′(x, y) = f(x, y) or f ′ = f . �

Proposition 5.2.17. Let N,Q be groups and (f, T ), (f ′, T ′) be two factor systems to N
and Q. If the factor systems are equivalent, so are the associated group extensions.

Proof. Assume that (f, T ) and (f ′, T ′) are equivalent, so that there is a map h : Q→ N
satisfying (5.18) and (5.19). Let G,G′ be the group extensions of N by Q as constructed in
proposition 5.2.11. As a set, G = G′ = Q × N . We need to show that both extensions are
equivalent, i.e., that there is a homomorphism ϕ : G→ G′ such that the diagram of proposition
5.2.16 commutes. We define ϕ by

(5.22) (x, a) 7→ (x, h(x)−1a)

Clearly this map is bijective. It is also a homomorphism with respect to the composition
(5.16).



72 5. GROUP EXTENSIONS

ϕ(g ◦ h) = ϕ((x, a) ◦ (y, b)) = ϕ
(
(xy, f(x, y)T (y)(a)b)

)
= (xy, h(xy)−1f(x, y)T (y)(a)b),

ϕ(g) ◦ ϕ(h) = (x, h(x)−1a) ◦ (y, h(y)−1b)

= (xy, f ′(x, y) · T ′(y)(h(x)−1a) · h(y)−1b)

= (xy, f ′(x, y) · [γ(h(y)) ◦ T (y)]((h(x)−1a)h(y)−1b))

= (xy, h(xy)−1f(x, y)T (y)(h(x))h(y)·
[γ(h(y)) ◦ T (y)]((h(x)−1a)h(y)−1b))

= (xy, h(xy)−1f(x, y)T (y)(h(x)) · T (y)(h(x)−1a)h(y)h(y)−1b)

= (xy, h(xy)−1f(x, y)T (y)(a)b).

In the second computation we have used also (5.18) and (5.19). It remains to show that the
diagram commutes. Since h(1) = 1 we have h(1)−1 = 1, so that we obtain

(ϕα)(a) = ϕ((1, a)) = (1, h(1)−1a) = (1, a) = γ(a)

(δϕ)((x, a)) = δ((x, h(x)−1a)) = x = β((x, a))

It follows γ = ϕα and β = δϕ. �

Now we can formulate the main result of this section.

Theorem 5.2.18 (Schreier). Let N and Q be two groups. By associating every extension of
N by Q a factor system one obtains a one-to-one correspondence between the set of equivalence
classes of extensions of N by Q and the set of equivalence classes of factor systems to N and
Q.

In particular, if the factor set associated with the extension G of N by Q is equivalent to
the trivial factor set then the extension G is equivalent to some semidirect product of N by
Q. Conversely, the factor set associated with a semidirect product is equivalent to the trivial
factor set.



CHAPTER 6

Cohomology of groups

We shall give here the original definition of the cohomology groups which is, unlike the
definition of the derived functors, quite concrete.

6.1. G-modules

If G is a group, we define a G-module M to be an abelian group, written additively, on
which G acts as endomorphisms. That means the following:

Definition 6.1.1. Let G be a group. A left G-module is an abelian group M together with
a map

G×M →M, (g,m) 7→ gm

such that, for all g, h ∈ G and m,n ∈M ,

g(m+ n) = gm+ gn

(gh)m = g(hm)

1m = m

Equivalently a left G-module is an abelian group M together with a group homomorphism

T : G→ Aut(M)

where the correspondence is given by

T (g)(m) = gm ∀ m ∈M

As in representation theory, we can transform this to a more familiar concept. Let Z[G]
denote the group ring of G. This is the free Z-module with the elements of G as base and in
which multiplication is defined by

(∑
g

ngg

)(∑
h

mhh

)
=
∑
g,h

ngmh(gh)

where ng,mh ∈ Z and the sums are finite. For example, let G = Z = 〈t〉. Then {ti}i∈Z is a
Z-basis of Z[G]. Hence Z[G] = Z[t, t−1] is the ring of Laurent polynomials.
If M is a G-module, then M becomes a Z[G]-module if we define

(∑
g

ngg

)
m =

∑
g

ng(gm)

Conversely, if M is a Z[G]-module, then M becomes a G-module if we define gm := (1g)m.

73
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Example 6.1.2. Let M be any abelian group and define

gm = m

for all g ∈ G, m ∈M . This action of G is called the trivial action, and M is called a trivial
G-module.

Example 6.1.3. The module M = Z[G] with the action

h

(∑
g

ngg

)
=
∑
g

nghg

is called the regular G-module.

Definition 6.1.4. Let M be a G-module. Define

MG = {m ∈M | gm = m for all g ∈ G}.

Then MG is a submodule of M which is called the module of invariants.

If M is a trivial G-module then MG = M .

Definition 6.1.5. Let M,N be two G-modules. A homomorphism of G-modules is a map
ϕ : M → N such that

ϕ(m+m′) = ϕ(m) + ϕ(m′)

ϕ(gm) = gϕ(m)

for all g ∈ G and m,m′ ∈M . We write HomG(M,N) for the set of all G-module homomor-
phisms ϕ : M → N .

6.2. The n-th cohomology group

Let A be a G-module and let Cn(G,A) denote the set of functions of n variables

f : G×G× · · · ×G→ A

into A. For n = 0 let C0(G,A) = Hom(1, A) ∼= A. The elements of Cn(G,A) are called
n-cochains. The set Cn(G,A) is an abelian group with the usual definitions of addition and
the element 0:

(f + g)(x1, . . . , xn) = f(x1, . . . , xn) + g(x1, . . . , xn)

0(x1, . . . , xn) = 0

We now define homomorphisms δ = δn : Cn(G,A)→ Cn+1(G,A).
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Definition 6.2.1. If f ∈ Cn(G,A) then define δn(f) by

δn(f)(x1, . . . , xn+1) = x1f(x2, . . . , xn+1)

+
n∑
i=1

(−1)if(x1, . . . , xi−1, xixi+1, . . . , xn+1)

+ (−1)n+1f(x1, . . . , xn)

For n = 0, 1, 2, 3 we obtain

(δ0f)(x1) = x1f − f
(δ1f)(x1, x2) = x1f(x2)− f(x1x2) + f(x1)

(δ2f)(x1, x2, x3) = x1f(x2, x3)− f(x1x2, x3) + f(x1, x2x3)− f(x1, x2)

(δ3f)(x1, x2, x3, x4) = x1f(x2, x3, x4)− f(x1x2, x3, x4) + f(x1, x2x3, x4)

− f(x1, x2, x3x4) + f(x1, x2, x3)

For n = 0, f is considered as an element of A so that x1f makes sense.
We will show that δ2(f) = 0 for every f ∈ Cn(G,A), i.e., δn+1δn = 0 for all n ∈ N and

hence im δn ⊆ ker δn+1.

Lemma 6.2.2. It holds δn+1δn(Cn(G,A)) = 0 for all n ∈ N. Hence the following sequence
is a complex.

A
δ0−→ C1(G,A)

δ1−→ · · · δn−1−−→ Cn(G,A)
δn−→ Cn+1(G,A)

δn+1−−→ · · ·

Proof. Let f ∈ Cn(G,A). We want to show δ2(f)(x1, . . . , xn+2) = 0. Define gj ∈
Cn+1(G,A) for 0 ≤ j ≤ n+ 1 by

gj(x1, . . . , xn+1) =


x1f(x2, . . . , xn+1), j = 0

(−1)jf(x1, . . . , xjxj+1, . . . , xn+1), 1 ≤ j ≤ n

(−1)n+1f(x1, . . . , xn), j = n+ 1

This means

(δf)(x1, . . . , xn+1) =
n+1∑
j=0

gj(x1, . . . , xn+1)

Then define gji ∈ Cn+2(G,A) for 0 ≤ i ≤ n+ 2 by

gji(x1, . . . , xn+2) =


x1gj(x2, . . . , xn+2), i = 0

(−1)igj(x1, . . . , xixi+1, . . . , xn+2), 1 ≤ i ≤ n+ 1

(−1)n+2gj(x1, . . . , xn+1), i = n+ 2

This means

(δgj)(x1, . . . , xn+2) =
n+2∑
i=0

gij(x1, . . . , xn+2)



76 6. COHOMOLOGY OF GROUPS

It follows

δ2(f)(x1, . . . , xn+2) =
n+1∑
j=0

(δgj)(x1, . . . , xn+2) =
n+1∑
j=0

n+2∑
i=0

gij(x1, . . . , xn+2)

We will show that for all 0 ≤ j ≤ n+ 1 and all j + 1 ≤ i ≤ n+ 2

(gji + gi−1,j)(x1, . . . , xn+2) = 0(6.1)

This will imply our result as follows. Write down all gji as an (n+ 2)× (n+ 3) array and cancel
out each pair (gji, gi−1,j) starting with j = 0 and i = 1, . . . , n+2, then j = 1 and i = 2, . . . n+2,
until j = n + 1 and i = n + 2. Then all entries of the array are canceled out and we obtain
δ2(f) =

∑n+1
j=0

∑n+2
i=0 gij = 0.

It remains to show (6.1). Assume first 1 ≤ j ≤ n. If i > j + 1 then

gji(x1, . . . , xn+2) = (−1)igj(x1, . . . , xixi+1, . . . , xn+2)

= (−1)igj(τ1, . . . , τn+1)

= (−1)i+jf(τ1, . . . , τjτj+1, . . . , τn+1)

= (−1)i+jf(x1, . . . , xjxj+1, . . . , xixi+1, . . . , xn+2)

with

(τ1, . . . , τj, τj+1, . . . , τi, τi+1, . . . , τn+1) =

(x1, . . . , xj, xj+1, . . . , xixi+1, xi+2, . . . , xn+2).

On the other hand we have

gi−1,j(x1, . . . , xn+2) = (−1)jgi−1(x1, . . . , xjxj+1, . . . , xn+2)

= (−1)jgi−1(σ1, . . . , σj, . . . , σn+1)

= (−1)i−1+jf(σ1, . . . , σi−1σi, . . . , σn+1)

= (−1)i+j−1f(x1, . . . , xjxj+1, . . . , xixi+1, . . . , xn+2)

with

(σ1, . . . , σj−1, σj, . . . , σi−1, σi, . . . , σn+1) =

(x1, . . . , xj−1, xjxj+1, . . . , xi, xi+1, . . . , xn+2).

It follows gij + gi−1,j = 0. If i = j + 1 we obtain in the same way

gji(x1, . . . , xn+2) = (−1)i+jf(x1, . . . , xi−1xixi+1, . . . , xn+2)

= −gi−1,j(x1, . . . , xn+2)

The remaining cases j = 0 and j = n+ 1 follow similarly. �

Define the subgroups Zn(G,A) = ker δn and Bn(G,A) = im δn−1. For n = 0 let B0(G,A) =
0. Since Bn(G,A) ⊆ Zn(G,A) we can form the factor group:

Definition 6.2.3. The n-th cohomology group of G with coefficients in A is given by the
factor group

Hn(G,A) = Zn(G,A)/Bn(G,A) = ker δn/ im δn−1
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6.3. The zeroth cohomology group

For n = 0 we have

H0(G,A) = Z0(G,A) = {a ∈ A | xa = a ∀x ∈ G} = AG.

Hence H0(G,A) = AG is the module of invariants.

Let L/K be a finite Galois extension with Galois group G = Gal(L/K). Then L and L× are
G-modules. Here L is regarded as a group under addition and L× is the multiplicative group
of units in L. We have

H0(G,L×) = (L×)G = K×

Let p be a prime and Cp the cyclic group of order p.

Example 6.3.1. Let A = Cp be a G = Cp-module. Then xa = a for all x ∈ Cp, i.e., A is a
trivial Cp-module. We have

H0(Cp, Cp) = Cp

Denote by xa the action of G on A. Let T : Cp → Aut(Cp) ∼= Cp−1 be the homomorphism
defined by xa = T (x)a. Now kerT being a subgroup of Cp must be trivial or equal to Cp, since
p is prime. However kerT = 1 is impossible since T is not injective. In fact, Cp is not contained
in Aut(Cp). Hence it follows kerT = Cp and T (Cp) = {id}. This means xa = T (x)a = a. Since
A is a trivial Cp-module it follows AG = A.

Lemma 6.3.2. Let M be a G-module, and regard Z as a trivial G-module. Then

H0(G,M) = MG ∼= HomG(Z,M)

Proof. A G-module homomorphism ϕ : Z → M is uniquely determined by ϕ(1), and
m ∈M is the image of 1 under ϕ if and only if it is fixed by G, i.e., if m ∈MG.

gm = g(ϕ(1)) = ϕ(g · 1) = ϕ(1) = m

Here g · 1 = 1 since G acts trivially on Z. �

6.4. The first cohomology group

If A is a G-module then

Z1(G,A) = {f : G→ A | f(xy) = xf(y) + f(x)}
B1(G,A) = {f : G→ A | f(x) = xa− a for some a ∈ A}

The 1-cocycles are also called crossed homomorphisms of G into A. A 1-coboundary is
a crossed homomorphism, i.e., δ1δ0 = 0. For the convenience of the reader we repeat the
calculation. Let f = δ0(a)(x1) = x1a− a and compute

(δ1δ0)(a)(x, y) = δ1(f)(x, y) = xf(y)− f(xy) + f(x)

= x(ya− a)− (xy)a+ a+ xa− a
= 0

Hence (δ1δ0)(a) = 0. Let A be a trivial G-module. Then a crossed homomorphism is just a
group homomorphism, i.e., Z1(G,A) = Hom(G,A), B1(G,A) = 0 and

H1(G,A) = Hom(G,A)
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is the set of group homomorphisms from G into A.

Remark 6.4.1. We want to consider sometimes right G-modules instead of left G-modules.
If A is a left Z[G]-module with action (x, a) 7→ xa, then a ∗ x = xa defines a right module
action with multiplication y ∗ x = xy in G: a ∗ (x ∗ y) = (yx)a = y(xa) = (a ∗ x) ∗ y. Then the
definition of 1-cocycles and 1-coboundaries becomes

Z1(G,A) = {f : G→ A | f(x ∗ y) = f(x) ∗ y + f(y)}
B1(G,A) = {f : G→ A | f(x) = a ∗ x− a for some a ∈ A}

Proposition 6.4.2. Let A be a G-module. There exists a bijection between H1(G,A) and
the set of conjugacy classes of subgroups H ≤ GnA complementary to A in which the conjugacy
class of G maps to zero.

Proof. There is a bijection between subgroups H ≤ G n A complementary to A and 1-
cocycles h ∈ Z1(G,A). If H is complementary to A then H = τ(G) for a section τ : G→ GnA
for π : GnA→ G. Writing τ(x) = (x, h(x)) with h : G→ A we have H = {(x, h(x)) | x ∈ G}.
We want to show that h ∈ Z1(G,A). The multiplication in G n A is given by (5.1), with
ϕ(y)a = ay for y ∈ G and a ∈ A. Note that this is a right action. Since we write A additively,
the formula becomes

(x, a)(y, b) = (xy, ay + b)

Since τ(xy) = τ(x)τ(y) we have

(xy, h(xy)) = (x, h(x))(y, h(y)) = (xy, h(x)y + h(y))

so that h(xy) = h(x)y + h(y). The converse is also clear. Moreover two complements are
conjugate precisely when their 1-cocycles differ by a 1-coboundary: for a ∈ A ≤ GnA the set
aHa−1 consists of all elements of the form

(1, a)(x, h(x))(1,−a) = (x, ax− a− h(x))

Hence the cosets of B1(G,A) in Z1(G,A) correspond to the A-conjugacy classes of complements
H in A, or in Gn A since Gn A = HA. �

Corollary 6.4.3. All the complements of A in Gn A are conjugate iff H1(G,A) = 0.

We have the following result on cohomology groups of finite groups.

Proposition 6.4.4. Let G be a finite group and A be a G-module. Then every element of
H1(G,A) has a finite order which divides |G|.

Proof. Let f ∈ Z1(G,A) and a =
∑

y∈G f(y). Then xf(y)− f(xy) + f(x) = 0. Summing
over this formula we obtain

0 = x
∑
y∈G

f(y)−
∑
y∈G

f(xy) + f(x)
∑
y∈G

1

= xa− a+ |G|f(x)

It follows that |G|f(x) ∈ B1(G,A), which implies |G|Z1(G,A) ⊆ B1(G,A). Hence |G|H1(G,A) =
0. �

Corollary 6.4.5. Let G be a finite group and A be a finite G-module such that (|G|, |A|) =
1. Then H1(G,A) = 0.
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Proof. We have |A|f = 0 for all f ∈ C1(G,A). Then the order of [f ] ∈ H1(G,A) divides
(|G|, |A|) = 1. Hence the class [f ] is trivial. �

Remark 6.4.6. We will show later that Hn(G,A) = 0 for all n ∈ N if the conditions of the
corollary are satisfied.

We shall conclude this section by proving the following result which can be found already
in Hilbert’s book Die Theorie der algebraischen Zahlkörper of 1895. It is called Hilbert’s Satz
90 and we present a generalization of it due to Emmy Noether.

Proposition 6.4.7. Let L/K be a finite Galois extension with Galois group G = Gal(L/K).
Then we have H1(G,L×) = 1 and H1(G,L) = 0.

Proof. We have to show Z1 = B1 in both cases. Let f ∈ Z1(G,L×). This implies
f(σ) 6= 0 for all σ ∈ G since f : G→ L×. The 1-cocycle condition is, written multiplicatively,
f(στ) = f(σ)σf(τ) or σf(τ) = f(σ)−1f(στ). The 1-coboundary condition is g(σ) = σ(a)/a for
a constant a. By a well known result on the linear independence of automorphisms it follows
that there exists a β ∈ L× such that

α : =
∑
τ∈G

f(τ)τ(β) 6= 0

It follows that for all σ ∈ G

σ(α) =
∑
τ∈G

σ(f(τ))σ(τ(β)) =
∑
τ∈G

f(σ)−1f(στ)στ(β) = f(σ)−1
∑
τ∈G

f(τ)τ(β)

= f(σ)−1α

It follows f(σ) = α
σ(α)

= σ(α−1)
α−1 , hence f ∈ B1(G,L×).

For the second part, let f ∈ Z1(G,L). Since L/K is separable there exists a β ∈ L such that

a : =
∑
τ∈G

τ(β) = TrL/K(β) 6= 0

Setting γ = a−1β we obtain
∑

τ∈G τ(γ) = 1 since τ(a) = a and τ(a−1) = a−1. Let

x : =
∑
τ∈G

f(τ)τ(γ)

Hence we obtain for all σ ∈ G

σ(x) =
∑
τ∈G

σ(f(τ))στ(γ) =
∑
τ∈G

f(στ)στ(γ)− f(σ)στ(γ)

= x− f(σ)

It follows f(σ) = x− σ(x) = σ(−x)− (−x), hence f ∈ B1(G,L). �

Remark 6.4.8. We have Hn(G,L) = 0 for all n ∈ N, but not Hn(G,L×) = 1 in general.
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6.5. The second cohomology group

Let G be a group and A be an abelian group. We recall the definition of a factor system,
written additively for A. A pair of functions (f, T ), f : G × G → A and T : G → Aut(A) is
called factor system to A and G if

f(xy, z) + f(x, y)z = f(x, yz) + f(y, z)(6.2)

T (xy) = T (y)T (x)(6.3)

f(1, 1) = 0(6.4)

where f(x, y)z = T (z)(f(x, y)). Now let

0→ A
α−→ E

β−→ G→ 1

be an abelian group extension of A by G. This equips A with a natural G-module structure.
We obtain T (x)(a) = xa, or T (x)(a) = ax, for x ∈ G and a ∈ A, which is independent of a
transversal function. In fact, the extension induces an (anti)homomorphism Tτ : G→ Aut(A)
with a transversal function τ : G→ E, see chapter 1. Since A is abelian it follows γh(x) = id|A
so that Tτ ′(x) = γh(x)Tτ (x) = Tτ (x). If we fix T and hence the G-module structure on A,
then the set of factor systems f = (f, T ) to A and G forms an abelian group with respect to
addition: (f + g)(x, y) = f(x, y) + g(x, y). It follows from (6.2) that this group is contained in
the group

Z2(G,A) = {f : G×G→ A | f(y, z)− f(xy, z) + f(x, yz)− f(x, y)z = 0}

where we have considered A as a right G-module. One has to rewrite the 2-cocycle condition
from definition (6.2.1) for a right G-module according to remark (6.4.1). Recall that

B2(G,A) = {f : G×G→ A | f(x, y) = h(y)− h(xy) + h(x)y}

is a subgroup of Z2(G,A) and the factor group is H2(G,A). Indeed, a 2-coboundary is a
2-cocycle. The sum of the following terms equals zero.

f(y, z) = h(z)− h(yz) + h(y)z

−f(xy, z) = −h(z) + h(xyz)− h(xy)z

f(x, yz) = h(yz)− h(xyz) + h(x)yz

−f(x, y)z = −h(y)z + h(xy)z − h(x)yz

Theorem 6.5.1. Let G be a group and A be an abelian group, and let M denote the set of
group extensions

0→ A
α−→ E

β−→ G→ 1

with a given G-module structure on A. Then there is a 1− 1 correspondence between the set of
equivalence classes of extensions of A by G contained in M with the elements of H2(G,A). The
class of split extensions in M corresponds to the class [0] ∈ H2(G,A). This class corresponds
to the trivial class represented by the trivial factor system f(x, y) = 0.

Proof. By Theorem 5.2.18 the set of equivalence classes of such extensions is in bijective
correspondence with the equivalence classes of factor systems f ∈ Z2(G,A). Two factor systems
are equivalent if and only if they differ by a 2-coboundary in B2(G,A): by (5.19) we have

fτ ′(x, y) = fτ (x, y)− h(xy) + h(x)y + h(y)
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Note that there is exactly one normalized 2-cocycle in each cohomology class, i.e., with f(1, 1) =
0. Hence two extensions of A by G contained in M are equivalent if and only if they determine
the same element of H2(G,A). �

Example 6.5.2. Let A = Z/pZ be a trivial G = Cp-module. Then

H2(G,A) ∼= Z/pZ.

Here p is a prime. There are exactly p equivalence classes of extensions

0→ Z/pZ α−→ E
β−→ Cp → 1

Example 6.5.3. Consider the Galois extension L/K = C/R with Galois group G =
Gal(C/R) ∼= C2. Then we have

H2(G,L×) ∼= Z/2Z

The proof is left as an exercise. In general we have H2(G,L×) ∼= Br(L/K), where Br(L/K)
is the relative Brauer group. It consists of equivalence classes of central simple K-algebras
S such that S ⊗K L ∼= Mn(L). Two central simple K-algebras are called equivalent if their
skew-symmetric components are isomorphic. For any field K the equivalence classes of finite-
dimensional central simple K-algebras form an abelian group with respect to the multiplication
induced by the tensor product.
The group Br(C/R) consists of two equivalence classes. The matrix algebra M2(R) represents
the class [0] and the real quaternion algebra H represents the class [1].
We will now generalize Proposition (6.4.4).

Proposition 6.5.4. Let G be a finite group and A be a G-module. Then every element of
Hn(G,A), n ∈ N, has a finite order which divides |G|.

Proof. Let f ∈ Cn(G,A) and denote

a(x1, . . . , xn−1) =
∑
y∈G

f(x1, . . . , xn−1, y)

Summing the formula for δf and using∑
y∈G

f(x1, . . . , xn−1, xny) = a(x1, . . . , xn−1)

we obtain

∑
y∈G

(δf)(x1, . . . , xn, y) = x1a(x2, . . . , xn)

+
n−1∑
i=1

(−1)ia(x1, . . . , xixi+1, . . . , xn) + (−1)na(x1, . . . , xn−1)

+ (−1)n+1|G|f(x1, . . . , xn)

= (δa)(x1, . . . , xn) + (−1)n+1|G|f(x1, . . . , xn)

Hence if δf = 0, then |G|f(x1, . . . , xn) = ±(δa)(x1, . . . , xn) is an element of Bn(G,A). Then
|G|Zn(G,A) ⊆ Bn(G,A), so that |G|Hn(G,A) = 0. �
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Corollary 6.5.5. Let G be a finite group and A be a finite G-module such that (|G|, |A|) =
1. Then Hn(G,A) = 0 for all n ≥ 1. In particular, H2(G,A) = 0. Hence any extension of A
by G is split.

The last part is a special case of the Schur-Zassenhaus theorem, see (5.1.27). We will sketch
the proof of the general case.

Schur-Zassenhaus 6.5.6. If n and m are relatively prime, then any extension 1→ A
α−→

E
β−→ G→ 1 of a group A of order n by a group G of order m is split.

Proof. If A is abelian, the extensions are classified by the groups H2(G,A), one group for
every G-module structure on A. These are all zero, hence any extension of A by G is split.
In the general case we use induction on n. It suffices to prove that E contains a subgroup S
of order m. Such a subgroup must be isomorphic to G under β : E → G. For, if S is such a
subgroup, then S ∩A is a subgroup whose order divides |S| = m and |A| = n. Then S ∩A = 1.
Also AS = E since α(A) = A is normal in E so that AS is a subgroup whose order is divided
by |S| = m and |A| = n and so is a multiple of nm = |E|. It follows that E is a semidirect
product and hence the extension of A by G is split.
Choose a prime p dividing n and let P be a p-Sylow subgroup of A, hence of E. Let Z be the
center of P . We known that Z 6= 1. Let N be the normalizer of Z in E. A counting argument
shows that AN = E and |N/(A ∩N)| = m. Hence there is an extension 1→ (A ∩N)→ N →
G → 1. If N 6= E, this extension splits by induction, so there is a subgroup of N , and hence
of E, isomorphic to G. If N = E, then Z C E and the extension 1 → A/Z → E/Z → G → 1
is split by induction. Let G′ be a subgroup of E/Z isomorphic to G and let E ′ denote the set
of all x ∈ E mapping onto G′. Then E ′ is a subgroup of E, and 0 → Z → E ′ → G′ → 1 is
an extension. As Z is abelian, the extension splits and there is a subgroup of E ′, hence of E,
isomorphic to G′ ∼= G. �

6.6. The third cohomology group

We have seen that Hn(G,A) for n = 0, 1, 2 have concrete group-theoretic interpretations.
It turns out that this is also the case for n ≥ 3. We will briefly discuss the case n = 3, which
is connected to so called crossed modules. Such modules arise also naturally in topology.

Definition 6.6.1. Let E and N be groups. A crossed module (N,α) over E is a group
homomorphism α : N → E together with an action of E onN , denoted by (e, n) 7→ en satisfying

α(m)n = mnm−1(6.5)

α(en) = e α(n) e−1(6.6)

for all n,m ∈ N and all e ∈ E.

Example 6.6.2. Let E = Aut(N) and α(n) be the inner automorphism associated to n.
Then (N,α) is a crossed module over E.

By definition we have α(m)n = α(m)(n) = mnm−1 and

α(en)(m) = α(e(n))(m) = e(n)me(n)−1 = e(ne−1(m)n−1) = e(α(n)(e−1(m)))

= (eα(n)e−1)(m)

Example 6.6.3. Any normal subgroup N C E is a crossed module with E acting by conju-
gation and α being the inclusion.
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Let (N,α) be a crossed module over E and A := kerα. Then the sequence 0→ A
i−→ N

α−→ E
is exact. Since imα is normal in E by (6.6) G = coker(α) is a group. This means that the

sequence N
α−→ E

π−→ G → 1 is exact. Since A is central in N by (6.5), and since the action of
E on N induces an action of G on A, we obtain a 4-term exact sequence

(6.7) 0→ A
i−→ N

α−→ E
π−→ G→ 1

where A is a G-module. It turns out that equivalence classes of exact sequences of this form are
classified by the group H3(G,A). Let us explain the equivalence relation. Let G be an arbitrary
group and A be an arbitrary G-module. Consider all possible exact sequences of the form (6.7),
where N is a crossed module over E such that the action of E on N induces the given action
of G on A. We take on these exact sequences the smallest equivalence relation such that two
exact sequences as shown below are equivalent whenever their diagram is commutative:

1 // A

id
��

// N

f
��

α // E

g
��

// G

id
��

// 1

1 // A // N
′ α′ // E

′ // G // 1

Note that f and g need not be isomorphisms. We then have:

Theorem 6.6.4. There is a 1 − 1 correspondence between equivalence classes of crossed
modules represented by sequences as above and elements of H3(G,A).

We omit the proof, which can be found in [12], Theorem 6.6.13.
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