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Abstract
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1 Introduction

The beliefs of experimental subjects are often of great interest to experimentalists, as choice data alone are often not sufficient to distinguish between different theories (Manski, 2002, 2004). For example, first movers in ultimatum bargaining experiments may make high offers because they are altruistic, or because they believe the other party will reject low offers. Eliciting beliefs can help disentangle these hypotheses. Belief measurement is also necessary when beliefs are an object of study in themselves, as in experiments about expectation formation and updating.

Experimental economists have developed a set of practices of belief elicitation that differ from those of other disciplines. One characteristic that is typical (although not exclusive) to the economic approach is that beliefs are most commonly elicited as probabilistic statements. The underlying assumption is that beliefs take the form of subjective probabilities, or if they don’t, can be usefully expressed in this form. As Manski (2004) points out, probabilistic statements have advantages over other formats. Since they have a well-defined scale, probabilistic statements allow for comparisons with objective frequencies and for an assessment of interpersonal heterogeneity. In addition, the logic underlying probabilistic reasoning makes it possible to evaluate the consistency of belief statements.

A second characteristic of economists’ methods of belief elicitation is the use of rewards for reporting beliefs that turn out to be correct. This practice stems from the old idea that subjective probabilities are best measured by offering people bets with varying odds (Ramsey, 1926). The idea is that well designed bets give the subject an incentive to take the task seriously and report truthfully. For example, (risk averse) people will accept low odds on the occurrence of some event only when they are relatively sure the event will indeed occur. The design of such bets has been an active research field in economics for the past few decades.

In this article, we survey betting techniques that have been developed to elicit subjective probabilities from experimental subjects. The aim is to give experimentalists an overview of the available methods, their underlying assumptions and their empirical performance. In Section 2 we outline more formally the elicitation environment and discuss a class of incentive schemes called scoring rules. Scoring rules reward subjects on the basis of the submitted report, and the actual realization of the random variable. In Section 2.2 and 2.3 we discuss so-called ‘proper scoring rules’ that have been designed to elicit probabilities, means, modes and various quantiles truthfully, under the assumption that the subject is risk neutral. In Sections 2.4, 2.5 and 2.6 we discuss mechanisms that abandon this restrictive assumption. In Section 2.7 we discuss promising extensions to the standard framework.

We evaluate belief elicitation mechanisms empirically in Section 3, by looking at the ‘quality’ of elicited beliefs. Such evaluation is not straightforward, since by the nature of the exercise we do not know the right benchmark, i.e. the true belief of the subject. We discuss several alternative benchmarks that may be used to assess the effectiveness of elicitation mechanisms. In Section 4 we discuss practical issues in implementation such as the complexity and presentation
of incentive schemes. Finally, in Section 5 we tie our findings together and present some thoughts about the appropriate use of incentives in belief elicitation, and directions for future research on this topic.

Our survey is complemented by other reviews of the broader aspects of belief elicitation. Manski (2004) focuses on questionnaires in consumer and household surveys. In this context, incentivized elicitation is typically not possible, since beliefs cannot be immediately verified. Garthwaite et al. (2005) and Jenkinson (2005) present a survey of mostly unincentivized elicitation techniques with a wide range of applications. Delavande et al. (2011) consider belief elicitation in studies with subjects in developing countries who may have low levels of numerical literacy. Gneiting and Raftery (2007) present a technical review of proper scoring rules, including a detailed discussion of decision theoretic foundations and statistical properties. Winkler (1996) focuses on a limited set of proper scoring rules and discusses scoring rules as a tool for ex-post evaluation of forecasts, an issue we ignore in this survey.

2 Scoring rules

In this section, we discuss mechanisms used to incentivize truthful belief elicitation. We consider an ‘experimenter’ who wishes to learn something about the beliefs that a ‘subject’ holds about some future event. Common examples include learning about the probability that an event occurs, or about the expectation of some value of that will be realized in the future. Below we formalize this setting and focus on a class of mechanisms known as scoring rules: payment functions that depends on the report of the subject and the realization of the event.

2.1 Preliminaries

Consider an experimenter who is interested in a quantity that is related to the beliefs of the subject about the distribution of a random variable $X$. For instance, the experimenter would like to know the subject’s belief about the probability that $X = 1$, or the expected value of $X$. Let $\mathcal{X}$ denote the set of possible realizations of $X$. To simplify exposition we assume that $\mathcal{X}$ is finite, which is typically satisfied in experiments. For instance, if $x$ is an integer value on a scale that ranges from 1 to 10, then $\mathcal{X} = \{1, \ldots, 10\}$ . Let $P_X$ be the probability distribution that describes the beliefs of the subject, so for each value $x$ belonging to $\mathcal{X}$ it describes the probability that the subject believes $X = x$. In this paper, truth plays no role as we are interested solely in the subjective beliefs held by the subject. For this reason, when we write $X$ we refer to a random variable that is distributed according to $P_X$.

The experimenter does not know $P_X$ and wishes to learn about some parameter (or property) $\theta$ of this belief distribution. Common examples for $\theta$ are the probability of an event and the expected value or median of a future realization of $X$. Note however that $\theta$ can also be a more sophisticated object, such as a 95% confidence interval for $x$ such that the probabilities of $x$
falling below and above the interval are equal. Let $\mathcal{P}_X$ be the set of possible belief distributions of the subject and $\Theta$ the set of possible values of $\theta$. Formally, $\theta$ is a mapping from the set of distributions into $\Theta$.  

It is natural to ask the subject to report $\theta$ directly. In fact, there is no loss of generality to limit our presentation to payment schemes where the subject is asked to report $\theta$. This follows from the same arguments that lead to the revelation principle in mechanism design. In what follows, we denote the subject’s report by $r$ and her true subjective belief by $p$.

To simplify elicitation, one typically only considers payment based on a single realization of $X$. This is the case we consider here. Settings where it is useful or even necessary to condition on multiple realizations are discussed in Section 2.7. So the payment scheme $S$, which is also called a scoring rule, is a mapping from $\Theta \times \mathcal{X}$ into $\mathbb{R}$, where $S(r, x)$ is the amount of money paid to an expert when outcome $x$ is realized after the expert has reported $r$. We assume that the realization $X$ is independent of the report $r$ of the subject.

To predict the effect of incentives on reporting behavior, we have to specify the decision making process of the subject. For now, we stay within the canonical model of decision making, and assume that the subject is an expected utility maximizer. Alternative models of decision making are discussed later. Suppose the subject has some utility function $u$, and given the payment function $S$ reports an element of

$$
\arg\max_{r \in \Theta} E_u(S(r, X))
$$

where

$$
E_u(S(r, X)) = \sum_{x \in \mathcal{X}} u(S(r, x)) P(X = x)
$$

is the expected utility of reporting $r$.

Now consider the experimenter, who wishes to design the incentives such that they induce the subject to tell the truth. A first issue is that the experimenter may not know the utility function of the subject. Let $U$ be the set of possible objective functions of the subject as assessed by the experimenter. If $U$ contains a single element then it is as if the experimenter knows the objective of the subject. For instance, if $U = \{\text{Id}\}$, where $\text{Id}(x) = x$ for all $x$, then we are considering the case where the experimenter believes that the subject is risk neutral.

We call a scoring rule ‘truth-telling’ if it induces the subject to tell the truth, regardless of which utility function $u \in U$ the subject is basing her choices on. More formally, $S$ is called a

---

1. We assume that $\theta$ is uniquely determined given $X$, so $\theta = \theta(X)$. Definitions become a bit more involved when the parameter of interest is not always uniquely defined, see Section 2.7.

2. Truth-telling applies the concept of incentive compatibility to belief elicitation. It is noteworthy that the earliest incentive compatible scoring rules were proposed about two decades before the first work on mechanism design was published.
truth-telling rule for $\theta$ for subjects that have utility belonging to $U$ if

$$\{\theta(X)\} = \arg \max_{r \in \Theta} Eu(S(r,X)) \text{ for all } u \in U \text{ and all } P_X \in \mathcal{P}_X.$$ 

We say that $\theta$ can be elicited for the subjects with utility belonging to $U$ if there is a scoring rule $S$ that is truth-telling rule for $U$.

### 2.2 Proper scoring rules: Elicitation when subjects are risk neutral

For the special case in which the subject is assessed to be risk neutral (i.e. $U = \{Id\}$) it turns out the most common parameters can be elicited. Starting at least with Winkler and Murphy (1968) the literature refers to such rules as proper scoring rules (PSRs). Below, we characterize the general mathematical representations of such rules and consider specific examples. Unless stated otherwise, the methods below will not be truth-telling if the subject is not risk neutral.

Lambert et al. (2008) give a general characterization of what can be elicited using a single realization when the subject is risk neutral. Assume that the experimenter wishes to elicit $\theta$ where $\theta = \theta(X)$ is continuous and not constant on any open neighborhood. Then $\theta$ can be elicited if and only if $\theta^{-1}$ is convex and maximal within the set of possible reports. This immediately implies that the mean, any moment and any quantile is elicitable, but that the variance cannot be elicited. The variance can be elicited when two realizations are available (see Section 2.7).

#### 2.2.1 Eliciting probabilities of events

We outline two general representations of proper scoring rules for the elicitation of probabilities of events, due to Savage (1971) and Schervish (1989).\(^3\) Below, we use the representation of Schervish to justify the quadratic rule, and the representation of Savage to justify the logarithmic rule.

Savage (1971, Section 6.1) gives the following general characterization. Given report $r$, assume that the payment to the subject equals $Y(r)$ if the event occurs and $Z(r)$ if it does not occur. So $ES(r,p) = Y(r)p + Z(r)(1-p)$. Then $S$ elicits the probability of an event if and only if $J(p) = ES(p,p)$ is strictly convex in $p$ and the graph of $r \to ES(r,r)$ is tangent to the graph of $r \to ES(r,p)$ for all $p$. In particular, $J(p)$ must be differentiable almost everywhere with $J'(p) = Y(p) - Z(p)$ whenever it is differentiable.

Schervish (1989, Theorem A9) gives the following characterization. Let $S$ be a scoring rule for eliciting the probability of an event where $S \geq 0$ and $S$ is continuous at the boundaries $\{r,x\} \in \{0,1\}^2$. Then $S$ is strictly proper if and only if there exists a nonnegative measure $\nu$ with at most countably many point masses that assigns positive measure to every open interval

---

\(^3\)Early work can be found in McCarthy (1956, Theorem 1) and Shuford et al. (1966, Theorem 1).
such that\(^4\)
\[
S(r, 1) = S(1, 1) - \int (1 - c) 1_{\{r \leq c\}} \nu (dc)
\]
\[
S(r, 0) = S(0, 0) - \int c 1_{\{r > c\}} \nu (dc).
\]

Note that any convex combination of two proper scoring rules and a positive affine transformation of a proper scoring rule is also a proper scoring rule (see Gneiting and Raftery, 2007, Section 6). We now consider a number of applications of this general framework.

**The quadratic scoring rule.** By far the most used and well-known rule to elicit probabilities is the quadratic scoring rule (QSR). This rule is based on the Brier score (Brier, 1950), which is the sum of the squared errors of the reported probabilities. Let there be \(n\) possible outcomes or events, indexed by \(i = 1, 2, ..., n\), with associated reports \(r_i\). The Brier score is given by
\[
S(r, x) = -\sum_{i=1}^{n} (I_i - r_i)^2,
\]
where \(I_i\) is 1 if \(x \in E_i\) and 0 otherwise. It is usual to take half the value of this original Brier score, so that the resulting score lies between 0 and 1. Thus, when there are two outcomes, the Brier score is \(-(1 - r)^2\) if the event occurs and \(-r^2\) when it does not.

Since any proper scoring rule remains proper under an affine transformation, the Brier score can be generalized. If event \(j\) occurs, this general version of the QSR is given by
\[
S(r, x) = a + b \left( 2r_j - \sum_{i=1}^{n} r_i^2 \right),
\]
where \(a\) and \(b\) can be set by the experimenter. A common choice is to set \(a = b\), so payoffs fall in the range \([0, 2a]\). The QSR punishes the subject according to the square of the distance between the specified probability and the actual outcome. This rule is strictly proper for \(\theta = \Pr(X \in E_i)\).

When there is a single event of interest, one can implement the QSR using the following mechanism. The subject faces a price \(q\) that is continuously increasing, starting at 0. At each price \(q\), the subject is buying 2 percentage points of probability of obtaining prize \(y = 1\) if the event occurs. The subject is asked to report the price \(r\) at which she wants to exit the market and stop buying. To see that this mechanism implements the QSR, note that if the subject exits at \(r\) the probability of getting prize is \(\int_0^r 2dq = 2r\), while her payment is \(\int_0^r 2qdq = r^2\). In other words, \(S(r, 1) = 2r - r^2\) and \(S(r, 0) = -r^2\), which is equal to the QSR.

---

\(^4\)1_{\{r \leq c\}} = 1\) if \(r \leq c\) and 0 if \(r > c\). 1_{\{r > c\}} is defined similarly.
The spherical scoring rule. The spherical scoring rule, due to Roby (1964), is a strictly proper scoring rule given by

\[ S(r, x) = -\frac{r_j}{|r|} = -\frac{r_j}{\sqrt{\sum_{i=1}^{n} r_i^2}} \]  

(3)

Thus, this rule pays according to the relative probability specified for the event that occurred. Selten (1998) provides a proof that this rule is strictly proper, and also notes that the sensitivity of the spherical scoring rule depends on the factor \( \frac{1}{|r|} \), which is maximized when \( r_1 = r_2 = \ldots = r_n \). Thus, the spherical rule provides the strongest incentives to tell the truth when events are thought to be equally likely.

The logarithmic scoring rule. The logarithmic scoring rule (Good, 1952; Toda, 1963) is given by

\[ S(r, x) = -\ln r_j. \]  

(4)

This rule is strictly proper and has the appealing property that it depends only on the probability assigned to the correct answer, not on those assigned to the other, incorrect answers (i.e. \( S(r, i) = f(r_i) \)). Note that the logarithmic scoring rule itself is unbounded: when an event occurs that the subject predicted to be impossible \( (r_i = 0) \) the score is \(-\infty\). Thus, the rule needs to be truncated for experimental practice (Shuford et al., 1966), but will no longer be strictly proper after such a truncation.\(^5\)

Certainty equivalents. De Finetti (1970) and Savage (1971) note that a probability can be viewed as a prize, or a marginal rate of substitution from probabilistic to sure payoffs. This opens another avenue to probability elicitation that is based on the a reservation-price elicitation mechanism of Becker et al. (BDM, 1964). In the so-called “promissory note” method, described in De Finetti (1974) (but see also Ramsey, 1926), the experimenter asks the subject to report the lowest price \( r \) she would be willing to pay to acquire a prospect \( y_E g \) (i.e. a lottery that pays \( y \) if event \( E \) occurs and \( g \) otherwise). Typically \( g = 0 \), so that the lottery simply pays \( y \) if the event occurs.

To determine the payment, a price \( z \) is randomly chosen according to the realization of a random variable \( Z \) that has distribution \( P_Z \) with support \([0, \infty)\). The subject receives the lottery if and only if the price \( z < r \). If she is risk neutral, it is optimal for the subject to state her true certainty equivalent \( CE \) of the lottery: if she reported \( r < CE \) she would be worse off when \( z \) falls in \([r, CE)\). Similarly, reporting \( r > CE \) backfires when \( z \) is in \((CE, r] \). For a risk neutral\footnote{Selten (1998) criticizes the logarithmic rule and shows that it is at the same time very sensitive to small mistakes for small probabilities and insensitive to the distance from the truth for predictions \( r_i = 0 \).}
subject, the elicited certainty equivalent can be used to calculate the probability as $p = \frac{r - g}{y - g}$.

### 2.2.2 Eliciting means

A general framework for proper scoring rules for the mean can be found in Savage (1971, Sections 6.2, 6.3), and is similar to that for eliciting events. An application of this framework is the QSR, which can be used to elicit the expected value or mean. The scoring rule in this case is given by

$$S^{QSR}(r, x) = a - b(r - x)^2.$$  \hspace{1cm} (5)

where $a, b > 0$.

### 2.2.3 Eliciting the mode

To elicit the mode of a discrete distribution, it suffices to reward the subject for predicting the correct event only (Hurley and Shogren, 2005). This method is robust to deviations from risk neutrality and expected utility maximization. When the distribution is continuous one needs to elicit an interval, as explained below.

### 2.2.4 Eliciting quantiles and the median

One way to get a good idea of a cumulative distribution without eliciting the entire distribution is to elicit quantiles (Jose and Winkler, 2009). We call $x$ a quantile $\alpha$ of the cdf $F$ if $F(x) = \alpha$. Cervera and Muñoz (1996) presents a general scoring rule for the elicitation of quantile $\alpha \in (0, 1)$, which is given by

$$S^\alpha(r, x) = \alpha r - (r - x)I_{\{r \geq x\}}.$$  \hspace{1cm} (6)

This rule rewards a high report, but punishes the subject if the report exceeds the realization, and is strictly proper for risk neutral subjects. Obviously, the median can be elicited by setting $\alpha = 0.5$.

### 2.2.5 Eliciting confidence intervals

Proper scoring rules exist for the elicitation of $\alpha$-100% confidence intervals. Winkler and Murphy (1979) present a ‘double’ version of the quantile scoring rule discussed above, which elicits the $\frac{\alpha}{2}$ and $\frac{1+\alpha}{2}$ quantiles. The rule requires the subject to specify an upper bound $u$ and a lower

---

6This mechanism can also be implemented by using a menu list of choices between a sure amount $r$ and the prospect $y \leq g$, where $r$ is increasing for each choice. At the end, one decision is randomly selected for payment. Let $u(z)$ be the utility of prize $z$. Then $S(r, 1) = P(Z \leq r) \ u(y) + \int_r^\infty u(z) \ dP_Z(z)$ and $S(r, 0) = P(Z \leq r) \ u(g) + \int_r^\infty u(z) \ dP_Z(z)$ so that $ES(r, X) = P(Z \leq r) \ [pu(y) + (1 - p) u(g)] + \int_r^\infty u(z) \ dP_Z(z)$. 
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bound \( l \). Here we present an affinely transformed version of this rule which is given by

\[
S^{\text{Int}}(l, u, x) = -\frac{(1 - \alpha)}{2} (u - l) - (l - x) I_{\{x \leq l\}} - (x - u) I_{\{x \geq u\}}.
\]  

(7)

In words, this rule punishes the subject for specifying a larger interval width, and for the distance of \( x \) from the interval bound if \( x \) falls outside of the interval. Schmalensee (1976) presents a similar proper scoring rule that adds to (7) an extra term \( |x - \frac{l+u}{2}| \) that penalizes the subject if the realization \( x \) is away from the mid-point of the interval. Schlag and van der Weele (2012) point out that these rules do not necessarily elicit the mode, nor the events that the subject thinks are most likely to occur. As a result they are ‘imprecise’, in that the chosen interval is often larger than necessary to cover \( \alpha \)-100\% of the mass (see also Section 2.7).

2.2.6 Eliciting continuous density functions

Matheson and Winkler (1976) shows that the quadratic, spherical and logarithmic scoring rules can be modified to generate proper scoring rules for density function elicitation. For example, the continuous quadratic scoring rule

\[
S(r(x)) = 2r(x) - \int_{-\infty}^{\infty} r^2(x) dx,
\]  

(8)

is strictly proper for the density function.

An operational way to elicit density function is to discretize continuous distributions, and elicit probabilities for subsets of outcomes (Harrison et al., 2013a). The elicitor may want to fit a distribution to these points ex-post (Garthwaite et al., 2005). Another approach is to let the subject choose from a limited number of distributions the one which best approximates the true distribution. This implies some discrepancy between the true and elicited distribution. Friedman (1983) discusses the design of scoring rules to minimize this discrepancy.

2.3 Selecting between proper scoring rules

When multiple proper scoring rules exist for \( \theta(X) \), the experimenter may apply selection criteria. These may be based on practical considerations. For example, she may select a rule that never involves payments from the subject to the experimenter, a rule with an upper bound on the possible payoffs, or one that is easier to explain to subjects (see Section 4).

From the perspective of decision theory, there are some arguments in favor of the QSR. Selten (1998) proves that the QSR obeys appealing axioms relating to the invariance of superficial changes to the elicitation environment. Here we present a new justification for the QSR, based on the strength of the incentives to tell the truth, which is a relevant criterion when the subject can exert effort to avoid mistakes or gather additional information.

Incentives to tell the truth can be measured by the curvature of \( S \) around the true report.
Since any affine transformation of a PSR produces a new PSR with different incentives, we first fix a range of payments \([\omega_1, \omega_2]\) and compare rules which have payments in this range. We use the characterization of Schervish (1989) to prove the following (the proof is in the Appendix).

**Proposition 1** Consider a scoring rule \(S\) for the elicitation of an event which has a reward in the interval \([\omega_1, \omega_2]\) and admits a piecewise continuous density in the Schervish representation. Consider the \(SQSR\) as in (5) with \(a = \omega_2\) and \(b = \omega_2 - \omega_1\).

If \(S \neq SQSR\), there exist \(p_0\) and \(\varepsilon > 0\) such that such that \(\left| \frac{dES(r,X)}{dr} \right| < \left| \frac{dESQSR(r,X)}{dr} \right|\) holds if \(|r - p_0| < \varepsilon\) and \(p_0 = EX\).

In words, the proposition states that the quadratic scoring rule will have stronger incentives for truth-telling than any other proper scoring rule in the neighborhood of some subjective probability. The result extends immediately to the elicitation of means as the probability of an event is the mean of a particular random variable.

Another selection criterion is simplicity. Here, one may favor the logarithmic scoring rule, which depends only on the probability given for the correct answer. It turns out that the logarithmic scoring rule is the unique proper scoring rule that has this property amongst differentiable scoring rules. McCarthy (1956) mentions this claim and attributes it to Gleason (unpublished). Since we were unable to locate the latter study, we prove this here for \(n = 2\), using the framework of Savage (1971). We search for a rule such that \(Y(r) = Z(1 - r)\) for all \(r\), and hence \(J'(p) = Y(p) - Z(p) = Y(p) - Y(1 - p)\). Since \(J(p) = Y(p)p + Y(1 - p)(1 - p)\) we obtain \(J'(p) = Y(p) - Y(1 - p) + Y'(p)p - Y'(1 - p)(1 - p)\) and hence \(Y'(p)p = Y'(1 - p)(1 - p)\) for all \(p\). This implies that \(Y(p) = a \ln p + b\) for some \(a > 0\) and \(b\) and hence \(S\) is an affine transformation of the the logarithmic payment scheme.

One may also also consider rules where the payments depends only on the report for the realized state, where these payments may be contingent on the state, i.e. \(S(r, i) = f_i(r_i)\). An example of such a rule is the QSR where there are only two states. Shuford et al. (1966) prove that when \(n > 2\), there are no unbounded rules in this class (as the logarithmic rule is unbounded). Thus, if there are more than two states, there are no rules with bounded payments that depend only on the probability reported for the right answer, and for \(n = 2\) one needs to make the payments state contingent to obtain a bounded rule with this property.

### 2.4 Incentivized elicitation when subjects are not risk neutral

The proper scoring rules described above rely on assumptions about the preferences and the rationality of subjects. Perhaps the strongest of those assumptions is that the subject is risk neutral. Countless laboratory studies have shown that most subjects behave as if they are risk averse over the stakes normally used in experiments (e.g. Holt and Laury, 2002). If subjects are not risk neutral, the scoring rules presented above are no longer proper (Winkler and Murphy, 1970). For example, under the QSR a risk averse subject should submit reports that are biased.
away from extreme outcomes in order to minimize losses. Using the QSR, Offerman et al. (2009) and Armandier and Treich (2013) provide evidence that subjects do indeed report beliefs that are consistent with such a strategy.

What are the alternatives to assuming risk neutrality? First note that if the utility function of the subject is known, one can offset risk aversion by paying the subject in utils rather than money. Thus, $u^{-1}(S)$ is a proper scoring rule if $S$ is a proper scoring rule for a risk neutral subject (Winkler, 1996). In the more typical case where the utility function is not known, Schlag and van der Weele (2013) show that truth-telling rules for the probability of an event with deterministic payments do not exist. In particular, none of the rules discussed in the previous subsection (including the QSR) are truth-telling. In this case, several strategies are open to the experimenter who does not want to assume risk neutrality.

2.4.1 Paying small stakes

Ramsey (1926) suggests to minimize distortions arising from risk preferences by paying small stakes. However, Armandier and Treich (2013) prove that this does not necessarily solve the problem. Paying small stakes only reduces biases when subjects display increasing relative risk aversion, and worsens it for decreasing relative risk aversion. The authors find evidence for increasing relative risk aversion in an experiment, where biases found under elicitation with the QSR are significantly smaller when payoffs are low. Thus, paying small stakes for belief elicitation, which is the practice in economic experiments anyway, goes some way to addressing the problem. However, it may not eliminate the problem, as Holt and Laury (2002) finds substantial risk aversion even for low levels of incentives. Moreover, it may undermine the benefits of incentivized elicitation that motivated its use in the first place.

2.4.2 Randomized payments

Another option is to fix a single (monetary) prize, and let the scoring rule determine the probability of winning the prize. Subjects with any risk preferences just want to maximize the probability of getting the prize if they prefer the prize over getting nothing. Since expected utility is linear in probabilities, this procedure induces risk neutrality. We now discuss two implementations of this idea.

**Paying in lottery tickets.** One idea, due to Smith (1961)$^7$, and implemented in the context of belief elicitation by e.g. McKelvey and Page (1990), is to replace the deterministic rewards for an accurate guess with a probabilistic reward. Harrison et al. (2013b) and Hossain and Okui (2013) consider a lottery version of the QSR, which Hossain and Okui (2013) label the ‘binarized scoring rule’ (see Table 1 and Section 4.3). Schlag and van der Weele (2013) show

---

7There seems to be some confusion about the origin of this idea. Smith (1961) says the idea is ‘adapted from Savage (1954)’, but Savage (1971) attributes the idea to Smith.
how to generally apply the randomization of payoffs to the deterministic scoring rules discussed above. By appropriately normalizing the probability of winning the prize, all the proper scoring rules discussed in Section 2.2 that have bounded payoffs (so excluding the logarithmic rule) can be transformed into randomized rules that are truthtelling for all risk preferences. For instance, assume that \( S \in [\omega_1, \omega_2] \). Then one can give the prize to the subject with probability \( \frac{S(r,x) - \omega_1}{\omega_2 - \omega_1} \).

In case \( \omega_1 = 0 \) it is as if one gives the subject \( S \) lottery tickets from a total set of \( \omega_2 \) lottery tickets.

**Reservation probabilities.** Another variation of the reservation-price elicitation mechanism of Becker et al. (BDM, 1964) is to elicit reservation probabilities. The mechanism appears to have been invented by Ducarme and Donnell (1973) and variations have been proposed by Grether (1981), Allen (1987), Holt (2006) and Karni (2009). As in the previous mechanism, the report determines the probability of winning a fixed prize, inducing risk neutrality. Note that this method can also be represented as a scoring rule with randomized payoffs, a representation we omit here for reasons of space.

The experimenter asks the subjects to report the lowest probability \( r \) such that she is indifferent between a prospect \( y_0 \) (i.e. a lottery which pays \( y \) with probability \( r \) and 0 with probability \( 1 - r \)) and the prospect \( y_E 0 \). For payment, a number \( q \) is chosen according to a random variable \( Q \) that has distribution \( P_Q \) with support on \([0,1]\). The subject receives \( y_0 \) if \( q > r \) and \( y_E 0 \) otherwise. Reporting the true subjective probability \( p \) maximizes expected utility: reporting \( r < p \) leads to lower (expected) payoffs when \( q \) falls in \([r,p]\) and reporting \( r > p \) backfires when \( q \) is in \((p,r]\).

This method can also be implemented using a menu list. Subjects choose multiple times between \( y_E 0 \) and \( y_a 0 \) where the value of \( a \) is gradually increased. When the subject indicated all her choices, one is randomly selected for payment. The value of \( a \) where the subject switches between lotteries is equal to the true subjective probability.

### 2.4.3 Estimating deviations from risk neutrality

The methods in the previous subsection rely on theoretical assumptions about the ability to induce risk neutrality. Alternatively, the experimenter can estimate deviations from risk neutrality (and expected utility maximization, see below) on the basis of additional reports, and use these estimates to correct the elicited beliefs. This is the strategy proposed by Offerman et al. (2009) and Andersen et al. (2013).

---

8 All definitions above immediately extend to randomized payment schemes, where the payment to the subject is a realization of some random variable. Here \( S : \Theta \times X \to \Delta \mathbb{R} \) where \( \Delta \mathbb{R} \) denotes the set of distributions over \( \mathbb{R} \).

9 A problem arises when subjects do not have a unique switching threshold. Heinemann et al. (2009) excludes such subjects.
Offerman et al. (2009) propose to first elicit beliefs about events with known objective probability \( p \). The elicited report function \( R(p) \) shows how reports are biased away from the true beliefs due to deviations from risk neutrality. Subsequent reports \( r \) about other events with unknown subjective probability can then be matched to the identical report \( R(p) \), for which the underlying objective belief is known, and the true subjective belief \( p \) is recovered by inverting \( R \), i.e. \( p = R^{-1}(r) \).

To be able to match two identical probabilities, the experimenter needs to elicit (or otherwise be able to approximate) the correction function \( R^{-1} \) for the relevant range of \( p \). Indeed, using the QSR to elicit beliefs about the throws of two 10 sided dice, Offerman et al. (2009) approximate the correction function, and provide evidence for substantial deviations from risk neutrality (and expected utility, see below). Note that this method does not require any structural assumptions or estimations, but uses actual reports to correct for risk aversion. Because of the substantial investment required to obtain correction function, the authors argue that the method is most attractive if subjective beliefs are elicited about a substantial number of events. By contrast, when only few beliefs are elicited the use of randomized payoffs (as explained above) may be preferable.

Andersen et al. (2013) present subjects with a range of bets and use maximum likelihood to jointly estimate the risk preferences and subjective beliefs, assuming a structural form for the subject’s utility function and the decision making model. For this method, a considerable amount of data is required to estimate choices with some degree of confidence, which is time consuming to collect. A less resource intensive approach is to estimate an average subject’s beliefs and utility functions, where these can be conditioned on background characteristics like gender and age.

### 2.5 Scoring rules for non-expected utility maximizers

Several authors have explored the possibilities for belief elicitation under more general assumptions about the decision making process of the subject. These models mostly assume ‘probabilistic sophistication’, which allows for probability weighting, but retains the assumption that beliefs are a probability measure. Harrison et al. (2013b) and Hossain and Okui (2013) show that the lottery version of the QSR (see Section 2.4.2) elicits truthfully in the context of a rank-dependent utility model. Andersen et al. (2013) estimate the subjective probabilities assuming a similar model, using the procedure described in the previous section.

Offerman et al. (2009) show that the correction procedure to the QSR discussed in Section 2.4.3 can also recover true subjective beliefs under probabilistic sophistication. However, they find that many subjects report a probability of 0.5 for a range of intermediate objective probabilities. This means the correction curve is not invertible, and subjective beliefs cannot be recovered accurately for reports of 0.5. To address this problem, Offerman and Palley (2013) consider the QSR when subjects are loss averse and form endogenous reference points. They show that loss
aversion can explain the over-reporting of 0.5, and provide a version of the QSR that corrects for this by underweighting payoffs that are perceived as losses. In an experiment, they find that this scoring rule leads subjects to correctly reproduce induced objective probabilities, obviating the need to elicit a correction function.

Kothiyal et al. (2011) also investigate the over-reporting of 0.5, and consider the performance of a more general set of scoring rules under probabilistic sophistication allowing for non-additive beliefs. The authors explain the bunching as the result of the reversal of payoff ranks at a belief of 0.5 and propose a comonotonic scoring rule that preserves the rank order of payoffs.

2.6 Other scoring rules and mechanisms

The linear scoring rule. The linear scoring rule has the following score when event $j$ occurs

$$S_{Lin}(r, x) = r_j. \tag{9}$$

Note that if the subject is approximately risk neutral, she has an incentive to report a probability of 1 for the event she thinks is most likely to occur, as this event has the highest marginal utility. However, if the subject has logarithmic utility one obtains the logarithmic scoring rule, which is strictly proper. Moreover, true subjective beliefs may be recovered if the utility function is known or estimated, although non-invertibility may occur like discussed in the previous section if subjects report 0 or 1 for a range of subjective beliefs.

Elicitation games. Perhaps the earliest elicitation mechanisms is the fair betting game, proposed by Toda (1951) (see also Vlek, 1973a). The first player proposes a distribution of the total stake over two sides of a bet on the outcome of an uncertain binary event. The other player then chooses which side of the bet to take. In order to avoid ending up with the inferior side of the bet, it is optimal for the first player to make both bets equally attractive to the second player. Specifically, if the first player is risk neutral and believes that the second player has the same subjective probability about the outcome of the event, the proportional distribution according reflects her true belief $p$. Perhaps these two, rather strong assumptions explain the limited use of this mechanism in the literature (although see Vlek, 1973b).

Several papers consider elicitation where scoring is based on the reports of others instead of the realization of a random variable. These papers derive truthful elicitation as a Bayesian Nash equilibrium where it is optimal for each subject to report truthfully, as long as others do so. Prelec (2004) proposes to elicit both a subjective belief and an expectation of the frequency of all beliefs in the population. The subjective belief receives a score that is proportional to the difference between its actual frequency and the frequency predicted by the subject. Since a rational (Bayesian) person expects others to underestimate the prevalence of her own belief, it is optimal to report truthfully.
Miller et al. (2005) propose a mechanism where each subject is asked to predict the report of another subject after having received a signal about the state of the world. The elicitor, who is assumed to know the common prior, applies a proper scoring rule to the posterior probabilities of the subject that are implied by the subject’s report. If signals about the state are correlated across subjects, truthful reporting is a strict (but not unique) equilibrium.

**Prediction markets.** Recent work has looked at popular (online) betting schemes known as prediction markets. In such markets, people trade claims that pay conditional on the occurrence of some (often political) event. A belief in efficient markets could lead one to think that the market price reflects the average belief in the market. However, Manski (2006), assuming risk neutral traders who take prices as given, shows that market prices do not pin down mean beliefs, although they do put a bound on it. Wolfers and Zitzewitz (2006) show that markets do reflect mean beliefs under particular assumptions about risk aversion and independence between wealth and beliefs. Using simulations, Fountain and Harrison (2011) show that prediction markets will not generally reflect mean prices when wealth, discount rates or risk aversion are correlated with beliefs.

### 2.7 Extensions

Here we discuss some extensions to the standard framework that we believe are promising avenues for further research.

**Eliciting sets.** When truth-telling schemes fail to exist, or are deemed too complicated for implementation, one may wish to elicit a set that contains the parameter of interest. The experimenter then asks the subject to report a set \( A \) that contains the parameter of interest \( \theta \). To simplify notation, consider the case where the parameter of interest is a real number, so \( \Theta \subseteq \mathbb{R} \). Formally, the scheme \( S = S(A, x) \) depends on the reported set \( A \subseteq \Theta \) of the subject and on the realization \( x \) of \( X \). In this case we say that \( S \) is compatible with the truth if

\[
\theta(X) \in \arg\max_{A \subseteq \Theta} \mathbb{E}_u (S(A, X)) \text{ for all } u \in U \text{ and all } P_X \in \mathcal{P}_X.
\]

In the context of eliciting a set it may be simpler for implementation not to focus on truth telling schemes but instead to take the misreporting into account as follows. One asks the subject to report the parameter and then derives all parameters \( \theta \) that could lead to this report for some utility function \( u \). Formally, for any given scheme \( S = S(r, x) \) and any report \( r \) one defines \( A(r) \) by

\[
\bar{\theta} \in A(r) \text{ if and only if } \bar{\theta} \in \arg\max_{r \in \Theta} \mathbb{E}_u (S(r, X)) \text{ for some } u \in U \text{ and some } P_X \in \mathcal{P}_X \text{ with } \theta(X) = \bar{\theta}.
\]

The set \( A(r) \) is then the inference about \( \theta \) one obtains from scheme \( S \).
An example of this approach is Schlag and van der Weele (2012). The authors consider a random variable with support on \([a, b]\) and ask the subject to state an interval \([l, u]\). The score is given by

\[
S_T(l, u, x) = \begin{cases} 
(1 - \left(\frac{u - l}{b - a}\right))^{\frac{1}{1 - \alpha}} & \text{if } x \in [l, u] \text{ and } \frac{u - l}{b - a} \leq \alpha, \text{ and} \\
0 & \text{otherwise.}
\end{cases}
\]

The rule rewards the subject if \(x\) is in the stated interval, where the reward declines in the width of the interval. The authors show that if the subject is (weakly) risk averse, the optimal interval contains the mode as well as a \(\alpha\)-100% confidence interval for a realization of \(X\). In addition, the rule truncates the reward when the interval is wider than necessary to cover \(\alpha\)-100% of the mass, improving the precision of the rule relative to other scoring rules for confidence intervals discussed in Section 2.2.5.

**Paying on the basis of multiple events.** One may wish to increase the number of independent events that are used to pay the subject. Sometimes this is necessary to elicit particular objects. For instance, one needs two independent realizations \(x_1\) and \(x_2\) of \(X\), to elicit the variance of \(X\) when the subject is risk neutral (Lambert et al., 2008). The payment scheme is given by

\[
S(r, x_1, x_2) = a - \left(r - \frac{1}{2} (x_1 - x_2)^2\right)^2
\]

(see Schlag and van der Weele, 2013).

At other times, multiple events occur naturally in an experiment, for example when there is a group of people independently making the same choice. Hurley and Shogren (2005) provides a mechanism that asks for the empirical frequency of these choices. They show that from this report, the experimenter can recover an interval that contains the true subjective probability for each individual event. These intervals can achieve reasonable precision. For example, if one can pay based on 20 realizations then one can derive an interval of less than 0.05 containing the true belief.

**Multiple reports.** One may also choose to increase the number of reports. For instance, one can elicit the variance when the subject is risk neutral by asking for two reports. Report \(r_1\) is used to elicit the expected value of \(X^2\), report \(r_2\) to elicit the expected value of \(X\). Then \(r_1 - (r_2)^2\) elicits the variance of \(X\) if the subject is risk neutral. Note that \(EX^2\) can be elicited when the subject is risk neutral by applying the quadratic scoring rule to \(x^2\), so using \(S(r_1, x) = a - (r_1 - x^2)^2\).

### 3 Comparing elicitation procedures

In the previous section we surveyed incentive schemes for eliciting beliefs. Here we review the literature that has compared the empirical performance of these schemes. We also include comparisons with what we label “introspection”, i.e. simply asking for a probability or parameter of interest without the use of an incentive compatible elicitation method. Introspection may or may not be rewarded with a flat fee.
In many studies incentive compatible mechanisms are implemented in an unincentivized way by using hypothetical payoffs. Vlek (1973b) points out that even with hypothetical payoffs these mechanisms may still matter because they encourage subjects to think in a particular way and may align the preferences of experimenter and subject. One example of such a situation is in the elicitation of confidence intervals. Yaniv and Foster (1995, 1997) show that subjects seem to think that 50% confidence intervals strike the right balance between accuracy and preciseness even when the requested level of confidence is much larger. An appropriate feedback rule would clarify what the experimenter really wants to know and avoid wrong interpretations. Winkler and Murphy (1968) provides a discussion of scoring rules as learning devices.

The main challenge in evaluating the performance of elicitation mechanism is the fact that the true belief, with which we wish to compare the elicited belief, is typically unobservable. Several approaches have been taken to deal with this problem. Perhaps the most prominent is to “induce” beliefs by informing subjects of the true probability, or giving them sufficient information to identify it. Three other benchmarks have been considered in the literature: how closely stated beliefs correspond with the empirical distribution; the degree to which they are consistent with behavior; and whether or not they satisfy additivity. In Section 3.1 we discuss the advantages and disadvantages of each of these approaches. The references, methods and results of individual papers are summarized Table 1. In Section 3.2 we discuss the results and make suggestions for future work.

3.1 Methods of comparison

3.1.1 Inducing beliefs

The simplest way of inducing beliefs is by informing subjects directly about the objective probability of an event. Hao and Houser (2012), for example, show subjects the number of black and white chips in a bag, and then try to recover the probability with which a randomly drawn chip is believed to be of a given color. It seems reasonable to assume that the subjective (i.e. induced) probability should be equal to the true probability, and that the smaller the distance between the latter and the elicited probability the better the elicitation method.

---

10 This interpretation casts doubts on the widespread interpretation that intervals that are too wide are a sign of ‘overconfidence’. Krawczyk (2011) shows that using incentives for interval elicitation improves the level of calibration of subjects.

11 Two further techniques for testing the quality of belief elicitation methods have been considered in the literature. One possibility is to elicit beliefs about a number of events twice from the same subject and look at the correlation between the two responses. Of course this technique can only compare random errors associated with different methods and not systematic errors. The only such experiments we are aware of compare different response modes rather than methods and will be discussed in Section 4.4. Also, one can test that the reports generated by two different methods are the same, either within-subject (e.g. Beach and Phillips, 1967) or between-subject (e.g. Andersen et al. (2013) who find that the QSR and linear scoring rule produce similar reports after correcting for risk aversion and probability weighting). Such comparisons can show at best that at least one elicited is false. In this section we only consider papers that use a benchmark that is external to the elicited beliefs.

12 Relevant studies are listed in Table 1, benchmark: Induced Probabilities (Direct).
There are two potential problems with this approach, one depending on context, the other on the elicitation methods in question. First, it is not clear that people respond to objective and subjective probabilities in the same way, especially if the subjective probability is something derived from a situation of strategic uncertainty. Second, this approach becomes trivial when comparing methods where the response must be in the form of a probability, such as introspection (“The probability A will occur is x. What is the probability A will occur?”).

To address the second problem, a number of experimenters have attempted to induce beliefs by supplying theoretically sufficient information for subjects to calculate the true probability. This prevents subjects from simply repeating the probability of which they have just been informed. One commonly used method is to describe two distributions (e.g. two bingo cages with different proportions of red and white balls), show a series of draws with replacement from one of the two distributions, and elicit the subjects’ posterior belief about the probabilities that the draws were from each of the distributions. The elicited beliefs can then be compared to probabilities calculated using Bayes’ Law.\(^\text{13}\) A second possibility is ask for the probability a particular combination of events will occur, where the probability of each individual event is known.\(^\text{14}\)

**TABLE 1 ABOUT HERE**

A potential problem with these techniques is that subjects unfamiliar with probability theory are likely to use various heuristics to evaluate probabilities, possibly resulting in systematic differences between the true and induced probabilities. Such biases may augment or diminish biases resulting from the elicitation in unknown ways. A second problem is that they require computation on the part of the subjects and thus are likely to be sensitive to the use of incentives, whereas subjective probabilities in many environments of interest to economists are available to subjects intuitively and may not require financial rewards to induce sufficient effort to report accurately (Camerer and Hogarth, 1999).

### 3.1.2 Correspondence with the empirical distribution

A number of papers use actual outcomes or distributions of outcomes as a benchmark for comparing belief elicitation methods.\(^\text{15}\) In experimental economics, the most commonly used procedure is to elicit beliefs about the action of another subject, then compare these probabilities to the empirical frequency in the treatment. Other options are to use distributions subjects should be somewhat familiar with (e.g. heights of males and females) or give them limited exposure to the distribution in question (e.g. show a bingo cage with balls of different colors so the precise numbers can only be estimated).

---

\(^{13}\)See Table 1, benchmark: Induced Probabilities (Bayes’ Rule).

\(^{14}\)See Table 1, benchmark: Induced Probabilities (Multiple Events).

\(^{15}\)See Table 1, benchmark: Empirical Distribution.
Of course there is no reason that subjects’ beliefs should be correct. In fact, the idea that beliefs may be incorrect is one of the main motivating factors for economists to develop reliable methods of belief elicitation (see Manski (2004) for a criticism of rational expectations). Badly calibrated beliefs could lead to erroneous conclusions about the accuracy of elicitation methods. For example, when comparing a standard QSR, and a QSR corrected for risk attitudes, overconfidence bias when predicting the actions of others (leading to more extreme probabilities) would counteract the bias caused by a failure to account for risk aversion in the QSR, resulting in beliefs which are closer to empirical distribution but presumably further from subjective beliefs. Obviously, this criticism does not apply if the purpose of the elicitation is to obtain accurate predictions rather than obtaining the best measure of subjects’ beliefs.

3.1.3 Consistency with behavior

Another benchmark that has been considered is the degree to which elicited beliefs are consistent with actions in games. The idea is that under the assumption that subjective probabilities are crucial in determining choices, as is the case with most decision theories in economics, a stronger relationship between stated beliefs and choices indicates higher quality elicitation. This approach provides a natural testing ground because the relationship between beliefs and actions is precisely the context in which economists are often most interested in beliefs.

In order to check whether beliefs are in fact consistent with choices one must assume a model determining the relationship between beliefs and actions: the finding that elicited beliefs are not consistent with best-response behavior could be explained either by a failure of the elicitation method or the assumption that subjects best respond to their beliefs. Moreover, if a standard economic decision making model is assumed, one must know the utility function of subjects. We are not aware of a paper comparing elicitation methods in this way that has made a serious attempt to measure for example risk or social preferences.

3.1.4 Additivity

A final option is comparing how close beliefs elicited using different methods are to satisfying additivity, i.e the condition that the probability of the union of mutually exclusive events is equal to the sum of the underlying probabilities. This implies for instance that the sum of the probabilities of exhaustive and mutually exclusive events add to one. If subjective beliefs are truly additive, then a necessary (although not sufficient) condition for a valid elicitation method is that stated beliefs satisfy additivity.

---

16 See Table 1, benchmark: Consistency.
17 Trautmann and van de Kuilen (2011), however, do compare consistency comparisons on the basis of three alternative utility functions: expected value, CRRA, and Fehr-Schmidt preferences.
18 See Table 1, benchmark: Additivity.
3.2 Discussion of results

A simple overview of the existing studies, considering all approaches of comparison, gives little clue as to which method of elicitation is preferable as many results are contradictory. For example, Wang (2011) finds that the QSR results in stated beliefs closer to the empirical distribution than introspection, whereas Hollard et al. (2010) find the opposite, and Phillips and Edwards (1966)’s finding that the linear scoring rule is preferable to the QSR is contradicted by Palfrey and Wang (2009).

Opposing results could be due to many factors: the reliability of belief elicitation methods may depend on the domain in question (e.g. objective/subjective probabilities); more complex methods may perform differently depending on the mathematical literacy of the subjects; different subject pools may have different risk attitudes; incentives may be more important for situations where there is a strong reason to misreport. This points to the necessity of comparing elicitation methods in the domain and with the subject pool for which they are to be used. They should also be rated based on criteria relevant to the purpose of the elicitation.

One strong conclusion can, however, be drawn: where stated beliefs do differ significantly between methods this tends to be in a way that is theoretically consistent with the presence of risk-averse subjects. Jensen and Peterson (1973) and Armatier and Treich (2013) find that steeper incentives lead to less extreme reported probabilities, and Trautmann and van de Kuilen (2011), Offerman et al. (2009); Offerman and Palley (2013) and Harrison et al. (2012) all find evidence that correcting the QSR for risk aversion improves performance. This should come as little surprise as it has been long established that risk aversion is prevalent in typical subject pools (in fact, Seghers et al. (1973) called into question the validity of PSRs for this very reason).

Distortions in stated beliefs will not always be a problem, for example if one is only interested in establishing a difference in distributions of beliefs in two populations with identical distributions of risk preferences. In most cases, however, it appears that methods that are robust to risk preferences are to be preferred. This is especially crucial if a variable of interest is correlated with risk aversion, such as testing gender differences in beliefs.

Another tentative pattern is that the relationship between beliefs and actions is stronger when incentives are used (Trautmann and van de Kuilen, 2011; Gächter and Renner, 2010). Hoffmann (2013) finds that subjects use dominated strategies less often when beliefs are elicited. These results are in line with the idea that incentives cause subjects to think harder or more systematically about the game, but more evidence is needed before any firm conclusions can be drawn.19

19An additional difficulty in drawing these conclusions is that they involve implicit assumptions about preferences. For example, in the context of public goods games, a deeper understanding of the game may have very different implications for selfish individuals (who would reduce contributions) or altruistic individuals (who would increase contributions). Indeed, in the public good game of Gächter and Renner (2010), the interpretation that elicitation improves understanding rests on the assumption that people are conditional cooperators. Note that in this study, the statistical effect is weak and the results are also consistent with a consensus effect or the use of stated beliefs to justify (selfish) actions. Note that the possibility of different distributions of social preferences
With respect to methodology, all the common approaches to comparing belief elicitation methods have serious drawbacks. We consider directly inducing probabilities the least problematic, the other benchmarks assume away the very phenomena that we are most interested in when studying subjective beliefs (miss-calibration, overconfidence, bounded rationality). Reliable recovery of induced probabilities should be considered a necessary, but perhaps not sufficient, condition for a good mechanism.

Given the fundamental impossibility of using the only inarguably appropriate benchmark, i.e. the true subjective belief, we suggest that the best approach is to take the theory seriously and test what is empirically verifiable. First of all, one can test the assumptions on which the validity of a mechanism is based. Paraphrasing Staël von Holstein (1970) (who in turn drew on De Finetti (1965)), several explicit and implicit assumptions underlying elicitation mechanisms can be enumerated.

1. The method must be incentive compatible, i.e. all the assumptions from which incentive compatibility is theoretically derived must hold. Typically this simply means that subjects must have a particular utility function, and behave according to a particular decision theory.

2. Subjects must understand the implications of the incentive scheme.

3. Subjects must understand the correspondence between their own beliefs and the probabilities (numerical or graphical) into which they are to be translated.

There is a wealth of experimental evidence related to the first point, with many decision theories proposed and tested (see, for example, Harrison and Rutström (2009)). Point 2 can also be tested in the lab, and often is to some extent in the form of comprehension pre-tests. Point 3 has been studied in the psychology and medical literature. These last two points will be discussed in the next section. If we can ascertain that all the assumptions necessary for a method to reveal true subjective probabilities have been met, comparing results to a contestable benchmark becomes less important.

4 Issues of implementation

4.1 Interactions between decisions and belief elicitation

Experimental economists are typically not interested only in beliefs for their own sake, but also in their relationship with decisions, or using them in conjunction with decision data to help identify preferences or motivations. For these purposes it is necessary to elicit both decisions and beliefs from the same subjects and a decision must be made as to which to elicit first, or in different subject pools would thus reconcile some of the contradictions in the literature.
whether to elicit them simultaneously. This raises two questions: does the elicitation of beliefs affect the decisions subjects make, and does the elicitation of decisions affect beliefs?20

TABLE 2 ABOUT HERE

The main reason put forward for belief elicitation potentially affecting decisions is that it may deepen subjects’ understanding of a situation and make them act in a more sophisticated fashion. Conversely, choosing an action could influence elicited beliefs through several channels: a consensus bias (people assume others will act in the same way as themselves); justification to oneself or the experimenter that an action was morally acceptable by demonstrating a belief that one’s action conformed to the norm (or increasing self-esteem by believing that an action was exceptional); a need to convince oneself that the correct action was chosen by holding beliefs that are consistent with that action; or a salience bias which makes the chosen action seem more probable.

Table 2 summarizes all the relevant papers we are aware of. The evidence is scanty and contradictory. Taking an action has been found to increase and decrease the accuracy of elicited beliefs. With a similar degree of inconclusiveness, belief elicitation is found to decrease, increase, and have no effect on contributions in public goods games. Erev et al. (1993) find that eliciting beliefs about the probability of events diverts attention from the size of payoffs and reduces expected value maximization. Guerra and Zizzo (2004), on the other hand, find no effect of belief elicitation on trusting behavior. Hoffmann (2013) compares an action-only treatment with a treatment where beliefs are elicited simultaneously, and finds that belief elicitation makes subjects less likely to choose dominated actions.

The small number of studies and apparently contradictory results on the two related methodological questions discussed in this section make it hard to draw any strong conclusion. It seems that eliciting beliefs can have an effect on decisions, but the direction of an effect, and the circumstances under which it arises is unclear. As discussed above, there is some evidence that belief elicitation affects play by deepening the understanding of the game. Overall, if independently measured beliefs and decisions are required from the same subjects, we can only recommend testing for an impact of belief elicitation on decisions and vice versa whenever designing a new game or using a new subject pool.

4.2 Hedging

Experimentalists are often interested in eliciting both decisions and probabilities from the same subject. However, paying subjects for both actions and elicitation tasks that depend on the

20 Most of the literature discussed so far is based on the decision theoretic approach by Savage (1954), where subjective utilities are a primitive concept used in evaluating uncertain prospects. In contrast, psychologists have argued that choices may affect beliefs. A discussion of the merits of these approaches is beyond the scope of this paper and we limit ourselves discussing the empirical effect of elicitation on responses. Costa-Gomes et al. (2012) and Smith (2013) use an instrumental variable approach to identify a causal relationship between beliefs and actions.
outcome of the same event creates a situation in which subjects have a stake in the outcome of variable they are asked to predict. Kadane and Winkler (1988) and Karni and Safra (1995) show that under such circumstances proper scoring rules for the probability of an event no longer exist.\textsuperscript{21} A specific concern in the context of experiments is that subjects have an incentive to hedge. For example, a risk averse subject facing the binary QSR who benefits when the event occurs, has an incentive to report an overly pessimistic belief in order to smooth her payoffs over the two states.

There is mixed evidence that hedging plays a role in economic experiments. Blanco et al. (2010) look at several games and contrast a hedge environment where both beliefs and choices are paid, with a no-hedge environment where only one of those is paid randomly. They find that a sizable number of subjects hedge in a 2×2 coordination game where the opportunity is obvious, but not in a more complex sequential prisoners’ dilemma. The author’s also find that in the former case, some subjects play a best response against other players’ hedging strategies.

The results from Armantier and Treich (2013) confirm that subjects may use obvious hedging opportunities. The authors used the QSR to elicit probabilities about events based on the roll of two dice. In a hedging treatment, subjects were also able to bet separately on the event in question. The authors find that subjects in the hedging condition bet more on the most likely events, and simultaneously report lower probabilities than in the control treatment. More circumstantial evidence comes from Palfrey and Wang (2009), which shows that observers with no stakes in the game and no incentive to hedge predict differently than subjects in the game.

Blanco et al. (2010) list a set of precautions that the experimenter can take to avoid hedging. First, one can elicit beliefs not about the matched partner’s behavior, but about average behavior of the subjects in the partner’s role, or a particular non-matched subject in that role (Armantier and Treich, 2009). This reduces the correlation between payoffs from belief reports and outcomes of play, and reduces the value of the hedge. Second, one can decide to randomly pay either the reported belief or the payoffs obtained in the game. Third, one may not pay for elicitation at all, although this may aggravate other sources of misreporting. Fourth, Blanco et al. (2010) find that some subjects hedge when they should not, so it may be helpful to explain subjects when they should not hedge. Finally, post-experiment questionnaires about the reasons for play and belief reports may also help detect hedging.

4.3 Complexity of incentive scheme

Many belief elicitation mechanisms require a high degree of mathematical sophistication (e.g. understanding the formulae of PSRs) or understanding relatively complex payment procedures (e.g. methods with probabilistic payoffs), and confusion among subjects has the potential to cause noise and bias in elicited beliefs (see Artinger et al., 2010, for a discussion).

\textsuperscript{21}Jaffray and Karni (1999) present mechanisms that can overcome these problems, which require either additional elicitation tasks, or the payment of very large sums of money to exploit the domain where the utility function is relatively flat.
In order to address the first problem, some experimenters present subjects with the formula for the PSR in question, assure them that stating their true belief will maximize the amount they can expect to earn, and offer a mathematical proof on request. A solution that is more in the spirit of revealed choice, is to have subjects select their preferred option from a list of bets generated using a scoring rule (e.g. Jensen and Peterson, 1973; Offerman et al., 2009). With computers one can implement this easily by offering subjects sliders for setting the desired probability. When moving the sliders, the software can simultaneously display the payoffs associated with each outcome (e.g. Andersen et al. (2013)).

Whether or not subjects understand probabilistic payoffs schemes (Section 2.4.2) has been the subject of some debate (Berg et al., 2008). Outside of a belief elicitation framework, Selten et al. (1999) casts doubt on the effectiveness of randomized payments in inducing risk neutrality. By contrast, in a very simple elicitation task with induced probabilities, Harrison et al. (2013b) and Hossain and Okui (2013) provide evidence that the use of probabilistic payoffs produces responses that are in line with risk neutral behavior, a finding which may or may not generalize to more complex environments.

4.4 Representation of probabilities

The format in which probabilities are communicated may matter, especially to subjects who are unfamiliar with them. Lipkus et al. (2001) find that people cannot in general convert between numerical probabilities, percentages, and frequencies, which suggests they are unlikely to respond the same way if asked for a subjective probability in different formats.

Some studies have addressed the question of which format subjects best understand. Tversky and Koehler (1994) find probabilities more likely to be additive if elicited as percentages rather than numerical probabilities. Gigerenzer and Hoffrage (1995) find that subjects are better able to perform Bayesian updating when presented with frequencies rather than numerical probabilities. Price (1998) finds that eliciting probabilities as frequencies rather than numerical probabilities reduces the number of subjects expressing complete certainty, as well a measure of dispersion.

Probabilities can also be expressed graphically. Wang et al. (2002) find that the consistency of probabilities elicited at different times depends on whether they are elicited (from least to most consistent) as numbers, using a probability wheel, or a probability bar. Whitcomb et al. (1993) find no difference in consistency between elicitations as numbers, a probability wheel, or odds ratio.

4.5 Eliciting complementary events

It is common, especially with regard to binary events, to ask for the probabilities about all but one possible outcome, calculating the probability associated with the last by assuming additivity of subjective beliefs. Given the evidence that subjective beliefs appear to be consistently super-additive (Tversky and Koehler, 1994; Trautmann and van de Kuilen, 2011), this is a questionable
practice.

The finding of non-additivity can be a genuine feature of beliefs or an artifact of elicitation. If we believe that subjective beliefs are genuinely non-additive, we are forced to consider some theory that allows for this possibility (e.g. Gilboa, 1987).

Another explanation of super-additivity is that asking about a particular event increases its salience and makes it appear more likely, inflating the probabilities of each event. In this case, one possibility is to elicit probabilities for all events (i.e. A and “not A” for binary events) and deal with the resulting, inconsistent probabilities. Either the experimenter can scale them in some way to have them add to one, or the subject can reconcile the probabilities themselves. There is a substantial literature on the reconciliation of inconsistent probability assessments, e.g. Lindley et al. (1979). Alternatively the elicitation can be done in such a way that the input must be consistent, where care must be taken not to make one outcome more salient (e.g. order of elicitation). This can be achieved with the use of sliders.

5 Discussion and Conclusion

From personal conversations with colleagues, we have come away with the impression that opinions on the merits of using incentives for belief elicitation are divided. Roughly speaking, theorists or experimentalists with a strong theoretical focus tend to argue that incentivized elicitation is essential to interpret the elicited data. On the other hand, a sizable number of experimentalists are favorably disposed to non-incentivized elicitation and are comfortable to rely on intrinsic motivation of the subjects to answer questions correctly.

We believe that both sides have good arguments at their disposal, and that the relative strength of those arguments will depend on the context. Favoring the theorists, there are quite a few experimental situations where there are a priori reasons to assume that people may report falsely or sloppily. First of all, there are games in which subjects may use stated beliefs to justify their (selfish) behavior to the experimenter. This includes virtually all experiments which feature some trade-off between the payoffs of the decision maker and other subjects, such as dictator games, prisoner’s dilemmas, public good games and trust games. Although we have not found direct evidence of such distortions, the evidence on the existence of experimenter demand effects (Zizzo, 2009) makes us believe that they should be taken seriously.

Second, subjects may simply ‘click through’ belief elicitation questions without putting in any effort, especially when they are bored or tired (at the end of a long experiment) and the questions are complex.\textsuperscript{22} Third, there is some evidence that the use of scoring rules improves understanding of the game (Hoffmann, 2013) and consistency of decision making (Trautmann and van de Kuilen, 2011). Incentives may thus reduce noise in experimental data, although the appropriate definition of ‘noise’ may depend on the aim of the study. A final reason to use

\textsuperscript{22}In Offerman et al. (1996), 50% of the subjects indicate that they would have reported different beliefs in the absence of incentives, often deviating to an ‘easier’ report.
scoring rules, but not necessarily incentives, is to clarify what is being elicited (see the discussion on overconfidence at the beginning of Section 3).

Balanced against these considerations are first and foremost the practical costs of implementing and explaining incentive schemes. Trautmann and van de Kuilen (2011) compare the efforts required for different elicitation mechanisms in a table and show that these can be quite substantial. A second argument is that incentivization may create new distortions due to risk aversion or hedging. Note that there are trade-offs between these two arguments, as distortions due to risk aversion may be reduced by eliciting additional (and costly) reports.

In keeping with the above, unincentivized elicitation may be most advisable in situations where subjects are fresh, have no clear incentive to misreport, and face a straightforward elicitation task where the marginal benefit of subjects’ effort is low and hedging may be a problem otherwise. By contrast, using incentives is advisable in more complex or tedious tasks and when ruling out misunderstanding or careless reporting is especially important. An example of the latter are experiments testing cognitive biases. Engelmann and Strobel (2000), using incentivized belief elicitation, cannot reproduce the ‘false-consensus effect’ found in psychological studies that do not incentivize elicitation.

Suppose a researcher wishes to incentivize belief elicitation, which methods should she use? In answering this question we gather arguments from our discussion in the previous sections. One relatively clear result from the empirical literature is that risk aversion will bias beliefs elicited with proper scoring rules away from extreme probabilities. We would therefore recommend the use of corrective calibrations for such deviations, or the implementation of a randomized mechanism like reservation probabilities.

There are several things the experimenter can do to ease the cognitive strain on subjects and encourage consistent reports. First, the use of sliders is beneficial for several reasons: it obviates the need for displaying complex formulae; no mention of probabilities is required; additivity is ensured and each event is given equal prominence. Second, when multiple observations are available, e.g. when larger groups of subjects in the session make the same decision, one can elicit the belief about the empirical frequency of a decision rather than the probability of a decision for a single person. Empirical frequencies seem to be more easily understood by subjects, and the procedure may also help to avoid hedging against the payoff-relevant decision of a single opponent.

What more do we need to know to conduct effective belief elicitation? The answer can be separated into a theoretical and empirical part. On the theoretical side, in Section 2.7 we have put forward extensions to the standard framework that await further elaboration. More generally, an area of research that has seen considerable activity in recent years is the use

\[23\text{Note that these conditions apply to most studies testing incentivized elicitation schemes, where belief elicitation is typically the only experimental task and thus receives full attention of the subjects. Therefore, these studies may understate effects of incentives in other, more complex, experimental settings (see the comments in Sonnemans and Offerman, 2001).}\]
of methods that are robust to different assumptions on preferences (e.g. risk aversion) and rationality (e.g. loss aversion). Given the evidence of heterogeneity in risk preferences and cognitive capacities, we believe this line of research should continue.

A second area concerns the trade-off between simplicity and informativeness. Given the limited time and resources that we can invest in belief elicitation, simple mechanisms that yield more imprecise information, for example by specifying bounds on beliefs, may be preferable to more complicated ones that yield very precise beliefs. A method that embodies advances in both these fields is the elicitation of intervals around empirical frequencies as in Hurley and Shogren (2005), elaborated in Section 2.7. This method is theoretically sound, robust to risk aversion, and is transparent to subjects as it only requires natural frequencies and involves a very simple payment rule.

Ultimately, the benefits of different incentivization mechanisms should be determined by empirical evidence, of which there is too little at present to draw any but tentative conclusions. Above, we have emphasized research investigating the validity of assumptions underlying different elicitation mechanisms. This includes both fundamental research on the nature of subjective beliefs and the feasibility of inducing a particular objective function in experimental settings.

More concretely, we need to improve our understanding about the interactions between belief elicitation and game play. If eliciting both choices and beliefs, one should experiment with the order of elicitation or even the presence of belief elicitation mechanisms in at least some sessions. There is a public good aspect to this kind of research, as it will help future researchers to make more informed design choices. Another important question is the separation of the cognitive effect of elicitation mechanisms (i.e. scoring rules as learning devices) and the incentive effects. To this end, we recommend that researchers testing incentive schemes include treatments that implement the incentive scheme with hypothetical payoffs. Finally, it would be valuable to test for the importance of experimenter demand effects, or justification of behavior through stated beliefs.

We hope that this paper will help experimentalists to make informed design choices and will provide inspiration for the development of new belief elicitation tools.
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Table 1: Empirical comparison of belief elicitation mechanisms

List of abbreviations used:
BSR: binarised scoring rule (paying in lottery tickets, Section 2.4.2)
CE: certainty equivalent (Section 2.2.1)
LgSR: log scoring rule (Section 2.2.1)
LnSR: linear scoring rule (Section 2.6)
PSR: proper scoring rule (Section 2.2)
QSR: quadratic scoring rule (Section 2.2.1)
RP: reservation probability (Section 2.4.2)
SSR: spherical scoring rule (Section 2.2.1)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Benchmark</th>
<th>Elicitation Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beach and Wise</td>
<td>Induced probability (Bayes’ Rule)</td>
<td>CE (hypothetical payoffs), Introspection</td>
<td>No significant difference in means. Greater variance with CE.</td>
</tr>
<tr>
<td>(1969)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ducharme and Donnell</td>
<td>Induced probability (Bayes’ Rule)</td>
<td>Best guess in session wins prize, RP</td>
<td>No significant difference.</td>
</tr>
<tr>
<td>(1973)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phillips and Edwards</td>
<td>Induced probability (Bayes’ Rule)</td>
<td>Introspection, LgSR, LnSR, QSR</td>
<td>From closest to furthest from probability calculated by Bayes’ Rule: LgSR, LnSR, QSR, Introspection.</td>
</tr>
<tr>
<td>(1966)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schum et al.</td>
<td>Induced probability (Bayes’ Rule)</td>
<td>LgSR, LnSR</td>
<td>LgSR closer to Bayes’ Rule than LnSR.</td>
</tr>
<tr>
<td>(1967)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sonnemans and Offer-</td>
<td>Induced probability (Bayes’ Rule)</td>
<td>Introspection, QSR</td>
<td>No significant difference.</td>
</tr>
<tr>
<td>man (2001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hao and Houser</td>
<td>Induced probability (Direct)</td>
<td>Two versions of RP: declaritive and clock mechanisms.</td>
<td>Clock mechanism closer to true probability.</td>
</tr>
<tr>
<td>(2012)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hossain and Okui</td>
<td>Induced probability (Direct)</td>
<td>BSR, QSR</td>
<td>BSR closer to true probability.</td>
</tr>
<tr>
<td>(2013)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hurley et al.</td>
<td>Induced probability (Direct/Multiple events)</td>
<td>Prize for correct prediction, QSR</td>
<td>Less bias with QSR on average; best method is subject specific.</td>
</tr>
<tr>
<td>(2007)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued on next page
Table 1 – continued from previous page

<table>
<thead>
<tr>
<th>Reference</th>
<th>Benchmark</th>
<th>Elicitation Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jensen and Peterson (1973)</td>
<td>Induced probability (Direct)</td>
<td>LgSR, QSR, SSR (plus two affine transformations of each)</td>
<td>No significant difference between different PSRs. Steeper incentives lead to more conservative probabilities. Rules with both +ve and -ve payoffs led to non-optimal strategies.</td>
</tr>
<tr>
<td>Offerman and Palley (2013)</td>
<td>Induced probability (Direct)</td>
<td>QSR, QSR corrected for loss aversion</td>
<td>Conservative bias under standard QSR. Corrected QSR reduces bias and leads to accurate reports.</td>
</tr>
<tr>
<td>Seghers et al. (1973)</td>
<td>Induced probability (Direct)</td>
<td>Unconventional PSRs: incentivised and hypothetical payoffs.</td>
<td>More accurate with hypothetical payoffs.</td>
</tr>
<tr>
<td>Armantier and Treich (2013)</td>
<td>Induced probability (Multiple events)</td>
<td>QSR: hypothetical, low and high stakes</td>
<td>From closest to furthest from true probability: hypothetical, low, high. Variance highest with hypothetical payoffs.</td>
</tr>
<tr>
<td>Harrison et al. (2012)</td>
<td>Empirical distribution</td>
<td>BSR, QSR, QSR (corrected for risk preferences)</td>
<td>QSR least accurate. No difference between the other two methods.</td>
</tr>
<tr>
<td>Hollard et al. (2010)</td>
<td>Empirical distribution</td>
<td>Introspection, QSR, RP</td>
<td>From most to least accurate: RP, introspection, QSR.</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Reference</th>
<th>Benchmark</th>
<th>Elicitation Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krawczyk (2011)</td>
<td>Empirical distribution</td>
<td>Introspection, Interval Scoring Rule</td>
<td>Incentivized intervals are better calibrated although still too narrow.</td>
</tr>
<tr>
<td>Trautmann and van de Kuilen (2011)</td>
<td>Empirical distribution / Consistency / Additivity</td>
<td>CE, CE (corrected for risk preferences), Introspection, QSR, QSR (corrected for risk preferences), RP</td>
<td>No significant differences in accuracy. Beliefs from introspection do not predict actions: all incentivised methods predict equally well. Additivity bias from most to least: QSR, QSR (corrected), introspection.</td>
</tr>
<tr>
<td>Vlek (1973a)</td>
<td>Empirical distribution</td>
<td>Fair Betting Game, Introspection</td>
<td>No significant difference.</td>
</tr>
<tr>
<td>Wang (2011)</td>
<td>Empirical distribution</td>
<td>Introspection, QSR</td>
<td>QSR more accurate, better calibrated, and more extreme reports.</td>
</tr>
</tbody>
</table>
Table 2: Interactions between decisions and belief elicitation.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Elicited first</th>
<th>Game/Decision</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erev et al. (1993)</td>
<td>Beliefs</td>
<td>Intergroup public goods / Choice of gambles on sport</td>
<td>Belief elicitation reduces expected value maximising behaviour.</td>
</tr>
<tr>
<td>Croson (2000)</td>
<td>Beliefs</td>
<td>Public goods / Prisoners’ dilemma</td>
<td>Belief elicitation reduces contributions and cooperation.</td>
</tr>
<tr>
<td>Wilcox and Feltonovich (2000)</td>
<td>Beliefs</td>
<td>Public goods</td>
<td>No significant difference.</td>
</tr>
<tr>
<td>Guerra and Zizzo (2004)</td>
<td>Beliefs</td>
<td>Trust game</td>
<td>No significant difference</td>
</tr>
<tr>
<td>Nyarko and Schotter (2002)</td>
<td>Beliefs</td>
<td>Asymmetric matching pennies</td>
<td>No significant difference</td>
</tr>
<tr>
<td>Rutström and Wilcox (2009)</td>
<td>Beliefs</td>
<td>Asymmetric matching pennies</td>
<td>Difference only in early rounds and for only one player.</td>
</tr>
<tr>
<td>Dawes et al. (1977)</td>
<td>Decisions</td>
<td>Prisoners’ dilemma</td>
<td>Choosing action increases variance of beliefs.</td>
</tr>
<tr>
<td>Offerman et al. (1996)</td>
<td>Decisions</td>
<td>Public goods</td>
<td>No significant difference.</td>
</tr>
<tr>
<td>Hoffmann (2013)</td>
<td>Simultaneous</td>
<td>Variety of normal form games</td>
<td>Eliciting beliefs decreases number of dominated strategies chosen.</td>
</tr>
</tbody>
</table>
Appendix

Proof of Proposition 1. We use the characterization of Schervish (1989). To simplify exposition assume that $\nu$ has no point masses and admits a piecewise continuous density $f$, hence $S(r, 1) = S(1, 1) - \int_r^1 (1 - c) f(c) \, dc$ and $S(r, 0) = S(0, 0) - \int_0^r c f(c) \, dc$. Consequently, if $EX = p$ then

$$E(r, X) = pS(1, 1) + (1 - p) S(0, 0) - p \int_r^1 (1 - c) f(c) \, dc - (1 - p) \int_0^r c f(c) \, dc$$

and

$$\frac{d}{dr} ES(r, X) = (p - r) f(r).$$

So $f(r)$ describes the strength of the local incentives to tell the truth for reports that are close to $r$.

Now note that

$$ES(1, X) - ES(0, X) = -(1 - p) \int_0^1 c f(c) \, dc + p \int_0^1 (1 - c) f(c) \, dc$$

$$= \int_0^1 (p - c) f(c) \, dc$$

$$\leq \int_0^1 (1 - c) f(c) \, dc. \quad (11)$$

Assume now w.l.o.g. that the scoring rule gives payoffs in $[0, k]$ (i.e. $\omega_1 = 0$ and $\omega_2 = k$). For instance, the quadratic scoring rule would be represented as $SQSR(r, 1) = k \left(1 - (1 - r)^2\right)$ and $SQSR(r, 0) = k \left(1 - r^2\right)$. It is easy to show that for the QSR, $f(r) = 2k$. Note that

$$ES(1, X) - ES(0, X) \leq k = 2k \int_0^1 (1 - c) dc. \quad (12)$$

Comparing (11) and (12) it follows that $f \equiv 2k$ if $f(c) \geq 2k$ for all $c$. ■