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1 Introduction

One of us (Harald Grosse) remembers very well the early first interactions with Prof. Wolfgang Kummer. Being at the time a very young student I entered the Rochester congress in 1968, which was held in Vienna and a young Professor from the Technical University approached me and asked me to help with the organization.

Later on I learnt several times from contributions of Wolfgang to solve the ultraviolet problem of weak interactions and from his work on the special axial gauge. After Wolfgang turned to two-dimensional gravity, we had more intensive contacts which led to common publications.

Wolfgang tried in his work to attack the unsolved problems of quantum field theory. My recent work on noncommutative models goes exactly in that direction. Therefore, I am sure he would have enjoyed seeing that the Landau ghost problem can be solved this way and noncommutative gauge models can be formulated and lead to promising new directions. In this contribution, we want to present a brief and biased summary of some of these recent developments which lead to an ongoing project on gauge models.

As already indicated, four dimensional quantum field theory still suffers from severe problems: From infrared and ultraviolet divergences as well as from the divergence of the renormalized perturbation expansion. Despite the impressive agreement between theory and experiments and despite many attempts, these problems are not settled and remain a big challenge for theoretical physics. Furthermore, attempts to formulate a quantum theory of gravity have not yet been fully successful. It is astonishing that the two pillars of modern physics, quantum field theory and general relativity, seem to be incompatible. This convinced physicists to look for more general descriptions: After the formulation of supersymmetry and supergravity, string theory was developed, and anomaly cancellation forced the introduction of six additional dimensions. On the other hand, loop gravity was formulated, and led to spin networks and space-time foams. Both approaches are not fully satisfactory.

A third impulse came from noncommutative geometry developed by Alain Connes, providing a natural interpretation of the Higgs effect at the classical level. This finally led to noncommutative quantum field theory, which is the subject of this contribution. It allows to incorporate fluctuations of space into quantum field theory. There are of course relations among these three developments. In particular, the field theory limit of string theory leads to certain noncommutative field theory models (NCFT), and some models
defined over fuzzy spaces are related to spin networks.

The argument that space-time should be modified at very short distances can be traced back to Schrödinger and Heisenberg and even to Riemann’s habilitation. Noncommutative coordinates appeared already in the work of Peierls for the magnetic field problem, and are obtained after projecting onto a particular Landau level. Pauli communicated this to Oppenheimer, whose student Snyder [1] wrote down the first deformed space-time algebra preserving Lorentz symmetry. After the development of noncommutative geometry by Connes [2], it was first applied in physics to the integer quantum Hall effect. Gauge models on the two-dimensional noncommutative tori were formulated, and the relevant projective modules over this space were classified. Filk [3] developed Feynman rules for canonically deformed four dimensional scalar field theory, and Doplicher, Fredenhagen and Roberts [4] published their work on deformed spaces. The subject experienced a major boost after one realized that string theory leads to noncommutative field theory under certain conditions [5, 6], and the subject developed very rapidly. However, some unexpected features such as IR/UV mixing arise upon quantization. In 2000 Minwalla, van Raamsdonk and Seiberg realized [7] that perturbation theory for field theories defined on the Moyal plane faces a serious problem. The planar regular contributions \((B = 1)\) show the standard singularities which can be handled by a renormalization procedure; \(B\) is the number of boundary components. The planar nonregular \((B > 2)\) one loop contributions are finite for generic momenta, however they become singular at exceptional momenta. The usual UV divergences are then reflected in new singularities in the infrared, which is called IR/UV mixing. This spoils the usual renormalization procedure: Inserting many such loops to a higher order diagram generates singularities of any inverse power. Without imposing a special structure such as supersymmetry, the renormalizability seems lost.

However, progress was made when one of us (H.G.) and R. Wulkenhaar were able to give a solution of this problem for the special case of a scalar four dimensional theory defined on the Moyal-deformed space \(\mathbb{R}^4_\theta\) [8],

\[ [x_\mu \ast x_\nu] = i \theta_{\mu \nu}, \tag{1} \]

where \(\theta_{\mu \nu} = -\theta_{\nu \mu} \in \mathbb{R}\) and \(\ast\) denotes the Moyal star product

\[ (a \ast b)(x) := \int d^4 y \frac{d^4 k}{(2\pi)^4} a(x + \frac{1}{2} \theta \cdot k) b(x + y) e^{iky}. \tag{2} \]
In this contribution, we will concentrate on Moyal-deformed Euclidean spaces only. The IR/UV mixing is taken into account through a modification of the free Lagrangian by adding an oscillator term with parameter $\Omega$. The proof follows ideas of Polchinski. There are indications that a constructive procedure might be possible and give a nontrivial $\phi^4$ model [9].

Nonperturbative aspects of NCFT have also been studied in recent years. The most significant and surprising result is that the IR/UV mixing can lead to a new phase denoted as “striped phase” [10], where translational symmetry is spontaneously broken. The existence of such a phase has indeed been confirmed in numerical studies [11, 12]. To understand better the properties of this phase and the phase transitions, further work and better analytical techniques are required, combining results from perturbative renormalization with nonperturbative techniques. Here a particular feature of scalar NCFT is very suggestive: The field can be described as a hermitian matrix, and the quantization is defined nonperturbatively by integrating over all such matrices. This provides a natural starting point for nonperturbative studies. In particular, it suggests and allows to apply ideas and techniques from random matrix theory [13, 14].

Then, we will discuss a formulation of gauge theories related to the approach to NCFT presented here. We start with noncommutative $\phi^4$ theory with additional oscillator potential. We couple an external gauge field to the scalar field using covariant coordinates. As in the classical case, we extract the dynamics of the gauge field from the divergent contributions to the 1-loop effective action. The effective action is calculated using a heat kernel expansion [15]. The technical details are presented in [16, 17]. The ongoing project on the BRST quantization of a related model [18] will also be discussed. This is a joint project with the group of M. Schweda at the Vienna University of Technology.

## 2 Renormalization of $\phi^4$-theory

We briefly sketch the methods used in [8] proving the renormalizability for scalar field theory on $\mathbb{R}^4$. The IR/UV mixing was taken into account through a modification of the free Lagrangian, by adding an oscillator term which modifies the spectrum of the free Hamiltonian:

$$S = \int d^4x \left( \frac{1}{2} \partial_\mu \phi \ast \partial^\mu \phi + 2\Omega^2 (\tilde{x}_\mu \phi) \ast (\tilde{x}^\mu \phi) + \frac{\mu^2}{2} \phi \ast \phi + \frac{\lambda}{4!} \phi \ast \phi \ast \phi \ast \phi \right)(x), \quad (3)$$
where $\tilde{x}_\mu = (\theta^{-1})_{\mu\nu}x^\nu$. The model is covariant under the Langmann-Szabo [19] duality relating short and long distance behavior. At $\Omega = 1$, the model becomes self-dual and connected to integrable models.

The renormalization proof proceeds by using a matrix base, which leads to a dynamical matrix model of the type:

$$S[\phi] = (2\pi \theta)^2 \sum_{m,n,k,l \in \mathbb{N}^2} \left( \frac{1}{2} \phi_{mn} \Delta_{mn;kl} \phi_{kl} + \frac{\lambda}{4!} \phi_{mn} \phi_{nk} \phi_{kl} \phi_{lm} \right), \quad (4)$$

where

$$\Delta_{m^1 m^2; n^1 n^2} = \left( \mu^2 + \frac{2\zeta_2}{\theta} (m^1 + n^1 + m^2 + n^2 + 2) \right) \delta_{m^1 m^2} \delta_{n^1 n^2}$$

$$- \frac{2 - 2\zeta_2}{\theta} \left( k^1 l^1 \delta_{n^1 + 1, k^1} \delta_{m^1 + 1, l^1} + \sqrt{m^1 n^1} \delta_{n^1 - 1, k^1} \delta_{m^1 - 1, l^1} \right) \delta_{n^2 l^2} \delta_{m^2 l^2}$$

and

$$- \frac{2 - 2\zeta_2}{\theta} \left( k^2 l^2 \delta_{n^2 + 1, k^2} \delta_{m^2 + 1, l^2} + \sqrt{m^2 n^2} \delta_{n^2 - 1, k^2} \delta_{m^2 - 1, l^2} \right) \delta_{n^1 l^1} \delta_{m^1 l^1}.$$

The interaction part becomes a trace of product of matrices, and no oscillations occur in this basis. The propagator obtained from the free part is quite complicated; in 4 dimensions it is:

$$G^{m^1 m^2; n^1 n^2} = \frac{\theta}{2(1+\Omega)^2} \frac{1-\Omega}{1+\Omega} 2^{v_1+2v_2}$$

$$\times \sum_{v^1 = \frac{|m^1 - l^1|}{2}} \sum_{v^2 = \frac{|m^2 - l^2|}{2}} B \left( 1 + \frac{\mu^2 \theta}{8\Omega} - \frac{1}{2} (m^1 + k^1 + m^2 + k^2) - v^1 - v^2, 1 + 2v_1 + 2v_2 \right)$$

$$\times \frac{2F_1}{1 + 2v^1 + 2v^2} \left( 2 + \frac{\mu^2 \theta}{8\Omega} - \frac{1}{2} (m^1 + k^1 + m^2 + k^2) + v^1 + v^2 \right) \frac{\Omega^2}{1 + \Omega^2}$$

$$\times \prod_{i=1}^2 \delta_{m^i + k^i, n^i + l^i} \sqrt{\left( \frac{n^1}{v^1 + \frac{m^1 - l^1}{2}} \right) \left( \frac{k^i}{v^1 + \frac{l^1 - n^1}{2}} \right) \left( \frac{m^i}{v^1 + \frac{m^1 - l^1}{2}} \right) \left( \frac{l^i}{v^1 + \frac{l^1 - m^1}{2}} \right)}.$$

The propagator shows asymmetric decay properties, cf. Fig. (1). They decay exponentially on particular directions (in $l$-direction in Fig. (1)), but have power law decay in others (in $\alpha$-direction). These decay properties are crucial for the perturbative renormalizability of the models.

The proof follows the ideas of Polchinski [20]. The quantum field theory corresponding to the action (4) is defined by the partition function

$$Z[J] = \int \left( \prod_{m,n} d\phi_{mn} \right) \exp \left( -S[\phi] - \sum_{m,n} \phi_{mn} J_{mn} \right). \quad (7)$$
The strategy due to Wilson consists in integrating in the first step only those field modes $\phi_{mn}$ which have a matrix index bigger than some scale $\theta \Lambda^2$. The result is an effective action for the remaining field modes which depends on $\Lambda$. One can now adopt a smooth transition between integrated and not integrated field modes so that the $\Lambda$-dependence of the effective action is given by a certain differential equation, the Polchinski equation. Renormalization amounts to prove that the Polchinski equation admits a regular solution for the effective action which depends on only a finite number of initial data. This requirement is hard to satisfy because the space of effective actions is infinite dimensional and as such develops an infinite dimensional space of singularities when starting from generic initial data.

The Polchinski equation can be solved iteratively in perturbation theory. Graphically, it is depicted in Fig. (2). The graphs are graded by the number of vertices and the number of external legs. Only graphs with a smaller number of vertices and a bigger number of legs contribute to the $\Lambda$-variation.
of a graph on the lhs of Fig. (2). A general graph is thus obtained by iteratively adding a propagator to smaller building blocks, starting with the initial $\phi^4$-vertex, and integrating over $\Lambda$. The propagators are differentiated cut-off propagators $Q_{mn;kl}(\Lambda)$ which vanish (for an appropriate choice of the cut-off function) unless the maximal index is in the interval $[\theta \Lambda^2, 2\theta \Lambda^2]$. Since fields carry two matrix indices and propagators four, the graphs are ribbon graphs familiar from matrix models.

It can then be shown that the cut-off propagator $Q(\Lambda)$ is bounded by $\frac{C}{\theta \Lambda^2}$. This was achieved numerically in [8] and later confirmed analytically in [21]. A nonvanishing frequency parameter $\Omega$ is required for such a decay behavior. As the volume of each two-component index $m \in \mathbb{N}^2$ is bounded by $C'\theta^2 \Lambda^4$ in graphs of the above type, the power counting degree of divergence is (at first sight) $\omega = 4S - 2I$, where $I$ is the number of propagators and $S$ the number of summation indices.

It is important to note that given three indices of a propagator $Q_{mn;kl}(\Lambda)$ the fourth one is determined by $m+k = n+l$. For simple planar graphs one finds that $\omega = 4 - N$, where $N$ is the number of external legs. At a closer look, however, one encounters a difficulty concerning completely inner vertices, which require additional index summations. The graph shown in Fig. (3) entails four independent summation indices $p_1, p_2, p_3$ and $q$, whereas for the power counting degree $2 = 4 - N = 4S - 5 \cdot 2$ we should only have $S = 3$ of them. But due to the quasi-locality of the propagator (the exponential decay in $l$-direction in Fig. (1)), the sum over $q$ for fixed $m$ can be estimated without the need of the volume factor. Remarkably, the quasi-locality of the propagator not only ensures the correct power counting degree for planar graphs, it also renders all nonplanar graphs superficially convergent. E.g., in the nonplanar graphs in Fig. (4) the summation over $q$ and $q, r$, resp., is of the same type as over $q$ in Fig. (3) so that the graphs in Fig. (4) can be estimated without any volume factor.
After all, we have obtained the powercounting degree of divergence
\[ \omega = 4 - N - 4(2g + B - 1) \tag{8} \]
for a general ribbon graph, where \( g \) is the genus and \( B \) the number of holes of the Riemann surface on which the graph is drawn. Both are directly determined by the graph. It should be stressed that although the number (8) follows from counting the required volume factors, its proof in our scheme is not so obvious\[22\]: The procedure consists of adding a new cut-off propagator to a given graph. The topology \((B, g)\) has many possibilities to arise from the topologies of the smaller parts for which one has estimates by induction. Moreover, the boundary conditions for the integration have to be correctly chosen to confirm (8).

The powercounting behavior is good news because it implies that all planar nonregular graphs are superficially convergent. Which is not true for \( \Omega = 0 \). However, this does not mean that all problems are solved: Power counting (8) suggests that the remaining planar two- and four-leg graphs which are divergent independent of their matrix indices. An infinite number of adjusted initial data would be necessary in order to remove these divergences. Fortunately, a more careful analysis shows that the powercounting behavior is improved by the index jump along the trajectories of the graph. E.g., the index jump for the graph (3) is defined as \( J = \|k - n\|_1 + \|q - l\|_1 + \|m - q\|_1 \). Then, the amplitude is suppressed by a factor of order \( \left( \frac{\max(m, n \ldots)}{\theta \Lambda^2} \right)^J \) compared with the naive estimate. Thus, only planar four-leg graphs with \( J = 0 \) and planar two-leg graphs with \( J = 0 \) or \( J = 2 \) are divergent (the number of jumps is even). For these cases, a discrete Taylor expansion about the graphs with vanishing indices is employed. Only the leading terms of the expansion, i.e. the reference graphs
with vanishing indices, are divergent whereas the difference between original graph and reference one is convergent. Thus, only the reference graphs must be integrated in a way that involves initial conditions. For example, if the contribution to the rhs of the Polchinski equation, Fig. (2) is given by:

$$\Lambda \frac{\partial}{\partial \Lambda} A^{(2)\text{planar},1\text{PI}}_{mn;nk;kl;lm} [\Lambda] = \sum_{p \in \mathbb{N}^2} \left( \begin{array}{c} m \\ n \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} l \\ k \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} j \\ i \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} p \\ q \\ \uparrow \\ \downarrow \end{array} \right) (\Lambda) , \quad (9)$$

the \( \Lambda \)-integration is performed as follows:

$$A^{(2)\text{planar},1\Pi}_{mn;nk;kl;lm} [\Lambda] = - \int_{\Lambda}^{\infty} \frac{d\Lambda'}{\Lambda'} \sum_{p \in \mathbb{N}^2} \left( \begin{array}{c} m \\ n \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} l \\ k \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} j \\ i \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} p \\ q \\ \uparrow \\ \downarrow \end{array} \right) [\Lambda']$$

$$+ \int_{\Lambda}^{\Lambda_R} \frac{d\Lambda'}{\Lambda'} \sum_{p \in \mathbb{N}^2} \left( \begin{array}{c} m \\ n \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} l \\ k \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} j \\ i \\ \uparrow \\ \downarrow \end{array} \begin{array}{c} p \\ q \\ \uparrow \\ \downarrow \end{array} \right) [\Lambda'] + A^{(2,1,0)1\Pi}_{00;00;00;00} [\Lambda_R] . \quad (10)$$

Only one initial condition, \( A^{(2,1,0)1\Pi}_{00;00;00;00} [\Lambda_R] \), is required for an infinite number of planar four-leg graphs (distinguished by the matrix indices). We need one further initial condition for the two-leg graphs with \( J = 2 \) and two more initial conditions for the two-leg graphs with \( J = 0 \) (for the leading quadratic and the subleading logarithmic divergence). This is one condition more than in a commutative \( \phi^4 \)-theory, and this additional condition justifies a posteriori our starting point of adding one new term to the action (3), the oscillator term \( \Omega \).

### 2.1 The Landau ghost

Knowing the relevant/marginal couplings, we can compute Feynman graphs with sharp matrix cut-off \( \mathcal{N} \). The most important question concerns the \( \beta \)-function appearing in the renormalization group equation which describes the cut-off dependence of the expansion coefficients \( \Gamma_{m_1n_1;...;m_Nn_N} \) of the effective action when imposing normalisation conditions for the relevant and marginal couplings. We have [23]

$$\lim_{\mathcal{N} \to \infty} \left( \mathcal{N} \frac{\partial}{\partial \mathcal{N}} + N \gamma + \mu_0^2 \beta_{\mu_0} \frac{\partial}{\partial \mu_0} + \beta_{\lambda} \frac{\partial}{\partial \lambda} + \beta_{\Omega} \frac{\partial}{\partial \Omega} \right) \Gamma_{m_1n_1;...;m_Nn_N} [\mu_0, \lambda, \Omega, \mathcal{N}] = 0 , \quad (11)$$
where
\[ \beta_\lambda = N \frac{\partial \lambda}{\partial N}, \beta_\Omega = N \frac{\partial \Omega}{\partial N}, \beta_\mu_0 = N \frac{\partial \mu_0^2}{\mu_0^2 \partial N}, \gamma = N \frac{\partial \ln Z}{\partial N}. \]

The couplings depend on the physical parameters \( \mu_{\text{phys}}, \lambda_{\text{phys}}, \Omega_{\text{phys}} \) and the cut-off \( N \). The wavefunction renormalization is denoted by \( Z \). To one-loop order one finds \[ \beta_\lambda = \lambda_{\text{phys}}^2 \frac{(1+\Omega_{\text{phys}}^2)}{48\pi^2 (1+\Omega_{\text{phys}}^2)^3}, \beta_\Omega = \lambda_{\text{phys}} \Omega_{\text{phys}} \frac{(1-\Omega_{\text{phys}}^2)}{96\pi^2 (1+\Omega_{\text{phys}}^2)^3}, \beta_\mu = \frac{-\lambda_{\text{phys}} (4N \ln(2) + \frac{(8+\theta_{\mu_{\text{phys}}}^2)\Omega_{\text{phys}}^2}{(1+\Omega_{\text{phys}}^2)^2})}{48\pi^2 \theta_{\mu_{\text{phys}}}^2 (1+\Omega_{\text{phys}}^2)}, \gamma = \lambda_{\text{phys}} \Omega_{\text{phys}} \frac{\Omega_{\text{phys}}^2}{96\pi^2 (1+\Omega_{\text{phys}}^2)^3}. \]

Hence, the ratio of the coupling constants \( \frac{\lambda}{\Omega^2} \) remains bounded along the renormalization group flow up to first order. Starting from given small values for \( \Omega_R, \lambda_R \) at \( N_R \), the frequency grows in a small region around \( \ln \frac{N}{N_R} = \frac{48\pi^2}{\lambda_R} \) to \( \Omega \approx 1 \). The coupling constant approaches \( \lambda_\infty = \frac{\lambda_R}{\Omega_R^2} \), which can be made small for sufficiently small \( \lambda_R \). This leaves the chance of a nonperturbative construction [9] of the model. In particular, the \( \beta \)-function vanishes at the self-dual point \( \Omega = 1 \) [24], indicating special and interesting properties of the model.

### 3 Induced gauge theory

Since elementary particles are most successfully described by gauge theories it is a big challenge to formulate consistent gauge theories on noncommutative spaces. Let \( u \) be a unitary element of the algebra such that the scalar fields \( \phi \) transform covariantly:
\[ \phi \mapsto u^* \star \phi \star u, \quad u \in \mathcal{G}. \]

The approach employed here makes use of two basic ideas. First, it is well known that the \( \star \)-multiplication of a coordinate - and also of a function, of course - with a field is not a covariant process. The product \( x^\mu \star \phi \) will
not transform covariantly. The introduction of covariant coordinates \( \tilde{X}_\nu = \tilde{x}_\nu + A_\nu \) finds a remedy to this situation. The gauge field \( A_\mu \) and hence the covariant coordinates transform in the following way:

\[
A_\mu \mapsto u^* \partial_\mu u + u^* A_\mu u, \quad \tilde{X}_\mu \mapsto u^* \tilde{X}_\mu u.
\] (14)

Using covariant coordinates we can construct an action invariant under gauge transformations from (3) - note that \( \partial_\mu f = -i[\tilde{x}_\mu, f] \star \):

\[
S = \int d^4x \left( \frac{1}{2} \phi \star [\tilde{X}_\nu, [\tilde{X}_\nu, \phi]] \star + \frac{\Omega^2}{2} \phi \star \{\tilde{X}_\nu, \{\tilde{X}_\nu, \phi\}\} \star \right.
\]

\[
\left. + \frac{\mu^2}{2} \phi \star \phi + \frac{\lambda}{4!} \phi \star \phi \star \phi \right)(x).
\] (15)

Secondly, we apply the heat kernel formalism. The gauge field \( A_\mu \) is an external, classical gauge field coupled to \( \phi \). In the classical case, the divergent terms determine the dynamics of the gauge field [25, 26]. There have already been attempts to generalise this approach to the noncommutative realm [27, 28, 29]. However, the results there are not applicable, since we have modified the free action and expand around \(-\nabla^2 + \Omega^2 \tilde{x}^2\) rather than \(-\nabla^2\).

The regularised one loop effective action for the model defined by the classical action (15) is given by

\[
\Gamma^e_{1l}[\phi] = -\frac{1}{2} \int_{\epsilon}^{\infty} dt \frac{dt}{t} \text{Tr} \left( e^{-tH} - e^{-tH^0} \right).
\] (16)

For the effective potential \( H \) we have the expression

\[
\frac{\theta}{2} \frac{\delta^2 S}{\delta \phi^2} \equiv H = H^0 + \frac{\theta}{2} V.
\] (17)

The effective action is calculated as a power series in the potential \( V \) up to fourth order using the Duhamel formula:

\[
\Gamma^e_{1l} = \frac{\theta}{4} \int_{\epsilon}^{\infty} dt \text{Tr} \left( V e^{-tH^0} - \frac{\theta^2}{8} \int_{\epsilon}^{\infty} dt \int_{0}^{t} dt' \text{Tr} \left( e^{-t'H^0} V e^{-(t-t')H^0} \right) \right.
\]

\[
\left. + \frac{\theta^3}{16} \int_{\epsilon}^{\infty} dt \int_{0}^{t} dt' \int_{0}^{t'} dt'' \text{Tr} \left( e^{-t'H^0} V e^{-(t-t')H^0} V e^{-(t''-t'H^0)} \right) \right.
\]

\[
\left. - \frac{\theta^4}{32} \int_{\epsilon}^{\infty} dt \int_{0}^{t} dt' \int_{0}^{t'} dt'' \int_{0}^{t''} dt''' \text{Tr} \left( e^{-t'H^0} V e^{-(t-t')H^0} V e^{-(t''-t'H^0) V e^{-(t'''-t'H^0)} \right) \times V e^{-(t''-t'H^0) H^0} \right)
\] (18)

\[ V e^{-(t'''-t'H^0)} H^0 V e^{-(t''-t'H^0)} H^0 \right). \]
Higher order terms are already finite. As before, the calculations are performed in the matrix basis, where the star product is just a matrix product. After a suitable rescaling, all the operators depend, beside on $\theta$, only on the following three parameters:

$$\rho = \frac{1 - \Omega^2}{1 + \Omega^2}, \quad \tilde{\epsilon} = \epsilon(1 + \Omega^2), \quad \tilde{\mu}^2 = \frac{\mu^2 \theta}{1 + \Omega^2}.$$  \hspace{1cm} (19)

We concentrate on terms involving only the gauge field and assume $\lambda = 0$. The explicit calculation is very tedious and is given in detail in [16, 17]. Although the method is not manifestly gauge invariant, various terms from different orders add up to a gauge invariant final expression:

$$\Gamma^t_{1t} = \frac{1}{192\pi^2} \int d^4 x \left\{ \frac{24}{\epsilon^2} (1 - \rho^2)(\tilde{X}_\nu \star \tilde{X}^\nu - \tilde{x}^2) + \ln \epsilon \left( \frac{12}{\Omega^2} (1 - \rho^2)(\tilde{\mu}^2 - \rho^2)(\tilde{X}_\nu \star \tilde{X}^\nu - \tilde{x}^2) \right. \\
+ 6(1 - \rho^2)^2 ((\tilde{X}_\mu \star \tilde{X}^\mu)^* - (\tilde{x}^2)^2) + \rho^2 F_{\mu\nu} F^{\mu\nu} \right\}, \hspace{1cm} (20)$$

where the field strength is given by $F_{\mu\nu} = [\tilde{x}_\mu, A_\nu]_* - [\tilde{x}_\nu, A_\mu]_* + [A_\mu, A_\nu]_*$. Our main result is summarised in Eqn. (20): The logarithmically divergent part is an interesting candidate for a renormalisable gauge interaction. As far as we know, this action did not appear before in string theory. The sign of the term quadratic in the covariant coordinates may change depending on whether $\tilde{\mu}^2 \leq \rho^2$. This reflects a phase structure. The matrix model in the limit $\Omega = 1$ ($\rho = 0$) is of particular interest. In the limit $\Omega \to 0$, we obtain just the standard deformed Yang-Mills action. One of the problems of quantising action (20) is connected to the tadpole contribution, which is non-vanishing and hard to eliminate. The Orsay group also considered the 1-loop effective action in the case $\Omega \neq 0$, for a complex model. They calculated the divergent contributions in $x$-space by evaluating relevant Feynman diagrams and arrived at the same result [30].

An appropriate rescaling $\tilde{X}_\alpha \to \sqrt{\frac{2\sqrt{3}}{\epsilon}} \tilde{X}_\alpha$ and $\tau \equiv -\sqrt{3} \frac{1 - \rho^2}{\rho^2}$ leads to the equations of motion

$$D_\nu F^{\sigma\nu} = \tau \tilde{X}^\sigma + \tau^2 \{\tilde{X}^\sigma, \tilde{X}_\nu \star \tilde{X}^\nu\}_*, \hspace{1cm} (21)$$
where we have assumed for simplicity $\hat{\mu} = 0$ and used
\[ D_\nu F^{\sigma \nu} = -[\hat{X}_\nu, [\hat{X}_{\sigma}, \hat{X}_\nu]^*_\star]. \]
In [31], the matter fields have been included in order to find some solutions. However, the gauge part (21) alone also exhibits a number of solutions currently under investigation, such as $su(2)$.

A similar model has been discussed in [18]. This model includes an oscillator potential for the gauge fields, $\hat{x}^2 A^2$, and for the ghosts. Other terms occurring here are missing. Hence, the considered action is not gauge invariant, but a BRST invariance could be established. These "missing" terms may nevertheless come into the game through one loop corrections. A brief sketch of this model follows.

3.1 BRST quantization

A BRST invariant model for noncommutative $U(1)$ gauge theory has been introduced in [18]. Its action is given by
\[
\Gamma^{(0)} = \int d^4x \left( \frac{1}{4} F_{\mu \nu} \star F_{\mu \nu} + s(\bar{c} \star \partial_\mu A_\mu) - \frac{1}{2} B^2 + \frac{\Omega^2}{8} s(\bar{c}_\mu \star C_\mu) \right),
\]
where $C_\mu = \{\{\hat{x}_\mu, A_\nu\}_\star, A_\nu\}_\star + [\{\hat{x}_\mu, \bar{c}\}_\star, c]_\star + [\bar{c}, \{\hat{x}_\mu, c\}_\star]_\star$. These terms modify the free theory, the propagators of the involved fields. The action is by constructed - invariant under the following noncommutative BRST transformations
\[
s A_\mu = \partial_\mu c - ig [A_\mu, c]_\star, \quad s \bar{c} = B,
\]
\[
s c = igc \star c, \quad sB = 0, \quad s \hat{c}_\mu = \hat{x}_\mu.
\]
Hence, we have $s^2 = 0$. The multiplier field $B$ implements the gauge fixing. In the limit $\hat{c}_\mu \to 0$, this reduces to the usual Feynman gauge, $\partial_\mu A^\mu - B = 0$.

The field $\hat{c}_\mu$ with mass dimension 1 and ghost number $-1$ is yet another Lagrange multiplier. It has been introduced in order to rescue the BRST invariance of the $x^2$ terms for ghosts and gauge field contained in $C_\mu$. These terms also modify the free theory. All propagators are given by the Mehler kernel (24), where the momentum non-conservation becomes transparent.

The index structure for the gauge field propagator is trivial and given by the Kronecker delta $\delta^{\alpha \beta}$. In momentum space, the Mehler Kernel reads
\[
\tilde{K}_M(p, q) = \frac{\omega^3}{8\pi^2} \int_{\epsilon}^{\infty} \frac{d\alpha}{\sinh^2 \alpha} \exp \left\{ -\frac{\omega}{4} u^2 \coth \frac{\alpha}{2} - \frac{\omega}{4} v^2 \tanh \frac{\alpha}{2} \right\},
\]
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where \( \omega = \frac{\theta}{\bar{\Omega}} \), and \( u = p - q, \ v = p + q \). We use a UV regulator \( \epsilon = 1/\Lambda^2 \) in order to cut the integration over the auxiliary Schwinger parameter. The action provides the weights for a three-photon \( (\bar{V}^{3A}_{\rho\sigma\tau}) \) and a four-photon vertex \( (\bar{V}^{4A}_{\rho\sigma\tau\nu}) \), and also for a ghost – two photon vertex \( (\bar{V}^c) \). The explicit expressions will be presented in a forthcoming publication.

**Preliminary results.** Let us discuss some preliminary results to one-loop. Remarkably, the tadpole contribution (one external photon) is divergent. After Taylor expansion of the external field, the divergent contributions are given by - summation over all indices is implied:

\[
T = \int d^4p \bar{A}_\rho(p) \int d^4k' \bar{K}_M(k, k') \delta_{\sigma\tau}(\bar{V}^{3A}_{\rho\sigma\tau}(p, -k', k) + \bar{V}^c_\rho(p, -k', k))
\]

\[
= -\frac{c}{\epsilon} \int d^4x \bar{x}_\mu A^\mu - \ln \frac{c \Omega \theta}{4 + \Omega^2} \int d^4x \bar{x}^2 \bar{x}_\mu A^\mu + O(\epsilon^0) .
\]  

(25)

This suggests to introduce the counterterms \( \bar{x}_\mu A^\mu \) and \( \bar{x}^2 \bar{x}_\mu A^\mu \).

The contribution for the gauge loop with two external photon legs and one photon vertex is given by

\[
D = \int d^4p \int d^4q \bar{A}_\rho(p) \bar{A}_\nu(-q) \int d^4k_1 \int d^4k_2 \bar{K}_M(k_1, k_2) \delta_{\sigma\tau} \bar{V}^{4A}_{\rho\sigma\tau\nu}(p, -k_1, k_2, -q).
\]

(26)

To extract the divergent contributions, we perform a Taylor expansion of the integrand depending on \( q \), except for the Mehler kernel, around \( p = q \). The divergent contributions are given by

\[
D(1) = \frac{c'}{\epsilon} \omega \int d^4p \bar{A}_\mu(p) \bar{A}_\mu(-p),
\]

(27)

\[
D(2) = \ln \frac{c'}{2 \omega} \int d^4p \bar{A}_\mu(p) \bar{A}_\mu(-p) \bar{p}^2,
\]

(28)

\[
D(3) = -\ln \frac{c'}{2} \left( 4 - \frac{\theta^2}{\omega \bar{\omega}} \right) \int d^4p \bar{A}_\mu(p)(-\partial^\alpha \bar{A}_\alpha)(-p),
\]

(29)

with \( \bar{\omega} = \omega(1 + \frac{\theta^2}{\omega \bar{\omega}}) \) suggesting further counterterms. Remarkably, all the counterterms are contained in the induced action (20). There are more one-loop diagrams which have to be studied. Then, the exact coefficients of the calculated counterterms can be compared with the induced action.
Of course, it is important to study the behavior at higher loops. Especially the IR behaviour is of interest in order to see whether IR/UV mixing is present in this model. For this aim, we look at a diagram with two gauge loops of type (26). We proceed similar as in the scalar case: To first approximation, momentum is conserved at the vertex, and we obtain

$$D \sim \int d^4p \tilde{A}_\mu(p) \tilde{A}_\mu(-p) \int d^4u \int d^4v \tilde{K}_M(u, v) \left( \cos \frac{p \theta u}{2} - \cos \frac{p \theta v}{2} \right).$$

(30)

The first term corresponds to the planar regular part and the second one to the nonregular one. The latter one coincides - except for the sign - with the corresponding contribution in the scalar case (with oscillator term). Therefore, the same estimates, which showed that IR/UV mixing does not occur there, seem to be applicable here. This point is studied at the moment and gives rise to the hope that the discussed gauge model is free of IR/UV divergences.
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