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 macroeconomic time series are subject to two 
sorts of forces: those that influence the long-
run behavior of the series and those that 
influence the short-run behavior of the 
series. 

 growth theory focuses on the forces that 
influence long-run behavior

 business cycle theory focuses on the forces 
that influence short-run behavior.

 transform a nonstationary series into a 
stationary series by removing the trend; 
alleviate a spurious regression problem.



 Assume that yt is a trend stationary process. 
That is:

yt = τt + ct

τt is a deterministic function, typically a low-
order polynomial, of  t called the trend (or 
secular or long-run or permanent) 
component of yt and ct is a stationary 
process, called the cyclical component (or 
short-run or transitory component) of yt.



 Assume that the trend is a polynomial in t, so 
that 

yt = τt + ct

= β0 + β1t + … + βpt
p + ct

 This is a standard linear regression model 
with a serially correlated process, ct. How to 
efficiently estimate the β’s? OLS. 



 Then it makes sense to set 
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 where β-hat denotes the OLS estimator.
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 In this case it makes some sense to add the 
explanatory variable t as a separate regressor in the 
regression: 

(*)   yt = β0 + β1xt + β2t + εt.

An alternative: Formulate the model as

(**) yt* = β1xt* + εt

 where yt* is the residual series from the regression of  
yt on a linear time trend and xt* is the residual series 
obtained from the regression of xt on a linear trend. 



 An alternative to the trend stationary 
assumption to account for trend behavior in a 
time series is to assume that the series is 
difference stationary, i.e., yt is stationary in 
differenced form.



A time series yt difference stationary of order d, d a 
positive integer, if 

Δd yt is stationary 
Δd-1yt is not stationary 
The MA form of Δd yt does not have a “unit root”

In practice, d = 1 and, for some rapidly growing 
nominal time series, d = 2 are the most commonly 
used values of d.

Suppose yt is the trend stationary process

yt = β0 + β1t + εt,  



The simplest case of an I(1) process is the random walk:

yt = yt-1 + εt ,  εt a zero-mean iid process

Note that for the rw –

Δyt is an iid process: changes in yt are serially uncorrelated, 
independent, identically distributed.

dyt+s/dεt = 1 for all s > 0: Innovations have completely permanent 
effects on the time series!

yt+1 = yt + εt+1 =  
yt+2 = yt+1 + εt+2 = yt-1 + εt +εt+1 + εt+2

…
yt+s = yt-1 + (εt +εt+1 + εt+2 + … + εt+s) 



 The additive model used is: 

Y[t] = T[t] + S[t] + e[t] 

 The multiplicative model used is: 

Y[t] = T[t] * S[t] + e[t] 
if (is.null(filter)) 

filter <- if (!f%%2) 
c(0.5, rep(1, f - 1), 0.5)/f

else rep(1, f)/f
trend <- filter(x, filter)
season <- if (type == "additive") 

x - trend
else x/trend
season <- na.omit(c(as.numeric(window(season, start(x) + 

c(1, 0), end(x))), as.numeric(window(season, start(x), 
start(x) + c(0, f)))))

seasonal <- ts(rep(figure, periods), start = start(x), frequency = f)
random = if (type == "additive") x - seasonal - trend else x/seasonal/trend,



 Convolution filters have the form

 while recursive filters solve

 In both cases, x is the input to the filter and y the 
output. If x is a vector of innovations, the convolution 
filter generates a moving average series and the 
recursive filter generates an autoregressive series. 
Notice that there is no a0 term in the recursive filter (it 
would not make sense theoretically). The recursive 
filter can equivalently be thought of as solving
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 Classical Seasonal Decomposition by Moving 
Averages 
[http://astrostatistics.psu.edu/datasets/R/html/s
tats/html/decompose.html]


