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Levin, Lin and Chu (LLC) test |

m Levin, Lin and Chu (2002)
m Idea:
individual unit root tests with limited power against near unit root
processes, especially in small samples
— thus use increased sample size of panel data
m Null hypothesis:
each individual time series contains a unit root
m Alternative hypothesis:
each individual time series is stationary
m Maintained hypothesis, analogous to Dickey-Fuller, but
double-indexed:
without constant or trend:

pi
Ayie = pyie—1 + Z O Dyie—1 + €ir (1)
(=1
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with constant:
pi
Ayit = pyit—1+ Z Oy 1 + i + it (2)
L=1
with constant and trend:
pi 1
Ay = pyit—1+ ; OiDyie—1 + o <t> + € (3)

where «; is the vector of coefficients corresponding to a constant and
a trend component

m Three-step procedure:
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perform separate augmented Dickey-Fuller (ADF) regressions for
each cross-section i:

pi
Ay = piyit—1+ Z OiL DAY t—1 + Cpidme +€it m=1,2,3 (4)
(=1

where m corresponds to the model without constant or trend
(dir = 0), with constant (d: = 1), and with constant and trend
(d3: = (1, t)), respectively.

1.1 determine lag order to completely specify the ADF regression:
choose pmax and use t-statistic of é,-,_ to decide whether smaller order
is to be preferred (t-statistic of 6 is distributed N(0,1) under
Ho : 0; = 0)

1.2 get orthogonalized residuals to use Frisch-Waugh theorem:
regress Ay on Ay; . for L=1,...,p; and dmt
— residuals &;
regress yj:—1on Ay, for L=1,...,p; and dm:

— residuals Dj ;1
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Levin, Lin and Chu (LLC) test IV

1.3 standardize residuals to control for different variances across i

Be= - (5)
Oci
and N
~ Djt—1
Djjpoy = —— (6)

Oci
where 6.; is the standard error from each ADF regression for
i=1,...,N

estimate the ratio of long-run to short-run standard deviations

2.1 long-run variance under Hp:
1

= — Z Ay2 + 22 Wi Z AyrDyie—r| (7)
t=2+L

where wi, = L/(K + 1) for a Bartlett kernel
(8)

2.2 short-run variance:
~2
Oci
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2.3 ratio: .
7

9

which is a "standardized” standard deviation; the average standard

deviation is then
N
ds (10)
i=1

5=
Oci

N 1
Sy =

=|

calculate the panel test statistics:

3.1 run the pooled regression:
&t = pUit—1 +Eir (11)

based on NT observations where T = T — p — 1 is the average
number of observations per individual where p is the average lag order
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3.2 calculate the conventional t-statistic under Hp : p = O:

p
ty = —— (12)
" 6(p)
where N .
N Zi:l Zt:2+p,' ’7i,t—1éit 13
=N a7 (13)
i=1 2 t=2tp; Vi1
and .
Al oz
6(p) = . I (14)
N T ~ 2
{Z[:l Z::up,- V,'2,t71]
where
1 NI
62=—=> > (& —pic1) (15)
NT i=1 t=2+p;

is the estimated variance of &;;
3.3 calculate the adjusted t-statistic:

tp — NTSy6-26(p)u* -

* T

t, = e o (16)
mT

where M;T and 0';:77, are adjustments suggested and tabulated by LLC
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m Asymptotic distribution of t;:
— N(0,1), which is different from univariate unit root tests converging
to functionals of Brownian motions
— requires /N7 /T — 0 where N is an arbitrary monotonically
increasing function of T
m Limitations:
— assumes cross-sectional independence, problem in macro panels
— does not assume T — oo at a faster rate than N — oo which would
be sufficient but not necessary, then problem in micro panels
— assumes p homogeneous across i, all cross-sections have or do not
have a unit root, "every country converges at the same rate”

m Recommendations:

— for panels of moderate size (10 < N < 250, 25 < T < 250)
— for very large T, individual unit root tests are sufficiently powerful
— for very large N and very small T, use standard procedures



Im, Pesaran and Shin (IPS) test |

m Im, Pesaran and Shin (2003)

m Idea:
LLC requires p to be homogeneous across i, implying convergence at
the same rate for all i under the alternative
— allow p to be heterogeneous across i

m Null hypothesis:
Ho:pi=0 for all i (17)

m Alternative hypothesis:

e pi<0 fori=12....N;
YYpi=0 fori=MN+1,...,N

where the fraction of stationary individual time series is assumed
nonzero (necessary for the consistency of the test)
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m Test statistic:
1N
t= 5 ; tyi (19)

where t,; is the t-statistic from the individual ADF regressions for all
i
— "average of the individual ADF statistics"

m Standard result:
1
W (r)dW;
tpi = fo(r—)(l) = tit (20)
1 2
UO V\/,-(r)2dr}

for fixed N and T — oo where t;7 is assumed i.i.d. with finite mean
and variance
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Im, Pesaran and Shin (IPS) test Il

m Asymptotic distribution:
VN (f — & X Eltirlor = 0])
\/% Z,N:l var[tir|pi = 0]

as T — oo and N — oo, by the Lindeberg-Lévy central limit theorem

tips = = N(0,1) (21)

m E[t;r|pi = 0] and var[t;T|p; = 0] obtained by simulations for
different values of T and p;'s

m Recommendation:
if lag order is large enough, then IPS outperforms LLC
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m Breitung (2000)

m ldea:
LLC and IPS have weak power performance with deterministic terms

due to bias correction

m Three-step procedure:
perform separate augmented Dickey-Fuller (ADF) regressions for
each cross-section i:
1.1 determine lag order to completely specify the ADF regression
1.2 get orthogonalized residuals to use Frisch-Waugh theorem, but
without using deterministic terms dm:
1.3 standardize residuals to control for different variances across i
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Breitung's test |l

transform &; using the forward orthogonalization transformation by
Arellano and Bover (1995):

. T—t . & t...tE&T

Djt—1 without intercept or trend

Vieen =S Diee1 — Din with intercept (23)
Die—1 — Dip — Y25, with intercept and trend

run the pooled regression:
e =pUie1ter (24)

— t-statistic for Ho: p =0, t;
m Asymptotic distribution:

£ = N(0,1) (25)
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Combined p-value tests |

m Maddala and Wu (1999) and Choi(2001)
m Let G;7; be a unit root test statistic for the ith individual

m Assume G;1; = G; as T; — oo where G; is a nondegenerate random
variable

m Let p; be the corresponding asymptotic p-value

m Test statistic:

N
P=-2> Inp, (26)
i=1

which uses the p-values from unit root tests for each cross-section i
(e.g. ADF test) — "Fisher's inverse chi-square test”

m Asymptotic distribution:
P = X3y (27)

as T; — oo for finite N
m Improved test statistic:
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Combined p-value tests Il

1

— "inverse normal test”

ﬂ\

Z (28)

where © is the standard normal cumulative distribution function
-~ as0<p <1, ¢ (p)~ N(O,1)
m Asymptotic distribution:

Z = N(0,1) (29)

as T; — oo for all i
m Advantages:
— different lag orders may be used
— other unit root tests may be applied
m Disadvantages:
p-values have to be derived by Monte Carlo simulations
m Recommendations:
— for p and/or T heterogeneous across i

— combined p-value tests outperform the IPS test, the Z test performs
best



Residual-based LM test |

m Hadri (2000)
m Null hypothesis: no unit root in any of the series
m Alternative hypothesis: unit root in the panel
m Model:
Yie = fie + Bit + €it (30)
lig = lig—1+ Ujt (31)

where € ~ i.i.n.(0,02) and uje ~ i.i.n.(0,02) are mutually
independent across i and over t
By back substitution:

t
Yie =rio+ Bit+ > tis +€ir (32)
s=1
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m Null hypothesis revisited:

H() . 03 =0 (33)
associated with stationarity
m LM statistic: .
1 1 s2
LMy = 5 1> <T2 0;)] (34)
i=1 t=1 ¢l
where ,
Sie =) Eis (35)
s=1
and ,
1
DI (36)
t=1

which allows for heteroskedasticity across i
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m Test statistic:

Z= \FNLMZC* ¢ (37)

where £ = 1/15 and ¢ = 11/6300 for the model with constant and
trend (£ = 1/6 and ¢ = 1/45 with constant only)

m Asymptotic distribution:

Z = N(0,1) (38)



Moon and Perron test |

m Moon and Perron (2004)
m ldea: tackle cross-sectional dependence, i.e. control for it

m Null hypothesis:
Ho:pi=0 for all i (39)

m Alternative hypothesis:

Hy:pi<O for some i (40)
m Dynamic factor model:
Yie = ai +y2 (41)
Vi = piyle 1 +eir (42)
where ¢;; is generated by M unobservable random factors f;, such
that
gir = Nify + eir (43)

where A; is a vector of nonrandom factor loading coefficients of
unknown length M
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Moon and Perron test |l

m Let Qp be the matrix projecting onto the space orthogonal to the
factor loadings, purging from cross-sectional dependence; let 02 be

the variance of ¢ ¢, w2 ., the long-run variance of e;, and Ae,is he

e, I'
one-sided long-run variance of ej; let O’ W , and \. be their

cross-sectional averages, and ¢% be the cross—sectlonal average of

4
e,i

m Test statistic:

\/7T(ppool )

t, = 2 (44)
w¢
where the pooled bias-correlated estimate
R tr Yle/\Y/ — NT)\LV
o = ) (45)

poo! tr(Y_1QaY’4)

where Y is a T x N matrix of the data, Y_; contains lagged values
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Moon and Perron test |l

m Asymptotic distribution:
t, = N(0,1) (46)

where N — oo and T — oo such that N/T — 0
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