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Abstract: The purpose of this paper is 2-fold. First, we present several extensions to the ONIOM(QM:MM) scheme. In its original formulation, the electrostatic interaction between the regions is included at the classical level. Here we present the extension to electronic embedding. We show how the behavior of ONIOM with electronic embedding can be more stable than QM/MM with electronic embedding. We also investigate the link atom correction, which is implicit in ONIOM but not in QM/MM. Second, we demonstrate some of the practical aspects of ONIOM(QM:MM) calculations. Specifically, we show that the potential surface can be discontinuous when there is bond breaking and forming closer than three bonds from the MM region.

1. Introduction

Hybrid methods allow the combination of two or more computational techniques in one calculation and make it possible to investigate the chemistry of very large systems with high precision. The region of the system where the chemical process takes place, for example bond breaking or bond formation, is treated with an appropriately accurate method, while the remainder of the system is treated at a lower level. The most common class of hybrid methods is formed by the QM/MM methods, which combine a quantum mechanical (QM) method with a molecular mechanics (MM) method.1–4 The ONIOM (our Own N-layer Integrated molecular Orbital molecular Mechanics) scheme is more general in the sense that it can combine any number of molecular orbital methods as well as molecular mechanics methods.5–13 Hybrid methods in general have been the subject of a number of recent reviews.14–22

A variety of QM/MM schemes have been reported in the literature. Although the main concepts are similar, the methods differ in a number of details. One major distinction is in the treatment of covalent interaction between the two regions. The resulting dangling bonds in the QM calculation need to be saturated, and the simplest approach is to use link atoms.2,23 These are usually hydrogen atoms but can, in principle, be any atom that mimics the part of the system that it substitutes. Link atoms are used in a large proportion of QM/MM implementations as well as our ONIOM scheme. The main alternative to link atoms is the use of frozen orbitals, which can through parametrization and use of p and d orbitals describe a more accurate charge density than link atoms.1,24–26 Although the few studies that directly compare link atom methods with frozen orbital methods show that both schemes perform well,25,27 it appears generally accepted that the latter can provide a better description of the boundary. However, due to the required parametrization of the frozen orbitals, they lack the flexibility and generality of link atoms. In our implementation we exclusively use link atoms because we consider generality one of the key aspects of our ONIOM scheme, and it is not feasible to parametrize frozen orbitals for every possible method combination. It must be noted that to some extent also the accuracy of link atoms can be improved by parametrization. The electrone-
gativity can be modified through the use of a shift operator\textsuperscript{28} or, in the case of semiempirical QM methods, the parameters involving link atoms can be adjusted.\textsuperscript{29} We have not included this limited parametrization in our current method but may do so in the future. Besides frozen orbitals and link atoms, several QM/MM methods use pseudopotentials to handle the covalent interactions between the QM and MM regions.\textsuperscript{30,31}

The second main difference between various QM/MM methods is the way the electrostatic interaction between the two layers is treated.\textsuperscript{32} In its simplest form, the interaction between the QM and MM region is completely described by MM style terms. This includes the electrostatic interaction, which is then evaluated as the interaction of the MM partial charges with partial (point) charges assigned to the atoms in the QM region. This approach is usually referred to as classical or mechanical embedding. In the second approach, the charge distribution of the MM region interacts with the actual charge distribution of the QM region. In this case, the partial charges from the MM region are included in the charge distribution of the MM region. This approach is referred to as electronic embedding. In the original version of ONIOM, the QM region and MM region interact via mechanical embedding.

In this paper we present several issues that are specifically related to QM/MM and QM/MM/MM methods within the ONIOM framework, where we focus on aspects that are different in most other QM/MM schemes. We will discuss partitioning restrictions that follow from the fact that the ONIOM energy expression is in the form of an extrapolation, which we refer to as the cancellation problem. Further, we discuss the placement of the link atoms in the MM model system calculation. Finally, we extended our methods to include electronic embedding. For a discussion of the geometry optimization methods in our package we refer to a separate series of papers.\textsuperscript{33–36} In the following sections we will first introduce the details of the ONIOM method. We will not provide a comprehensive overview of QM/MM methods but do present a ‘generic QM/MM method’ that contains all the components that we need for comparison to ONIOM. From here on we will use the term ONIOM to denote the combination of QM methods with MM methods in the ONIOM framework and QM/MM to denote the ‘generic QM/MM method’. The ONIOM scheme has been implemented in the Gaussian suite of programs.\textsuperscript{37} Some of the developments, however, are only available in the private development version of the program,\textsuperscript{38} and it must be noted that a first version of electronic embedding in ONIOM was independently implemented by István Komáromi.

Finally, we want to clarify some of the misconceptions about our methods that occasionally seem to arise.\textsuperscript{39} The ONIOM method as it is currently implemented is the latest incarnation of a series of hybrid methods developed by Morokuma and co-workers. This series includes IMOMM (Integrated Molecular Orbital + Molecular Mechanics), which combines a Molecular Orbital (MO) method with a MM method, and IMOMO (Integrated Molecular Orbital + Molecular Orbital), which combines two MO methods into one calculation. IMOMM and IMOMO are not a subset of ONIOM. The link atom position in ONIOM is obtained with a scale factor, while in IMOMM and IMOMO the link atom is placed at a specified distance from the atom to which it is connected. We consider the link atom treatment an intrinsic aspect of the ONIOM method.

2. Theory

2.1. MM Force Fields. An example of a typical force field, in this case Amber,\textsuperscript{40} is of the form

\[
E_{\text{total}} = \sum_{\text{bonds}} K_r (r - r_{eq})^2 + \sum_{\text{angles}} K_\theta (\theta - \theta_{eq})^2 + \sum_{\text{dihedrals}} \frac{V_\phi}{2} [1 + \cos(n\phi - \gamma)] + \sum_{\text{vdw}} \left[ \frac{A_{ij}}{r_{ij}^{12}} - \frac{B_{ij}}{r_{ij}^6} \right] + \sum_{\text{el}} \left[ \frac{q_i q_j}{r_{ij}^{12}} \right]
\]

(1)

The first three terms describe the bonded interactions, formed by all the (chemical) bonds, angles, and dihedrals (including out-of-plane deformations) that are present in the system. The number of bonded terms scales linearly with the size of the system. The last term describes the nonbonded interaction between each pair of atom in the system. The van der Waals interaction, \((A_{ij}/r_{ij}^{12} - B_{ij}/r_{ij}^6)\), and the Coulomb interaction, \(qq/\epsilon r_{ij}\), are scaled by factors \(s_{ij}^{\text{vdW}}\) and \(s_{ij}^{\text{el}}\), respectively. The factors only differ from unity when the centers \(i\) and \(j\) are separated by three bonds or fewer, and the argument for using them is that the van der Waals and electrostatic interactions are already included in the bonded terms. The number of nonbonded terms scales quadratically with the size of the system and would be the bottleneck in MM calculations if computed as written in eq 1. Most implementations, however, use either distance based cutoffs or linear scaling methods for the evaluation of the nonbonded interaction. In our implementation we use cutoffs and a boxing algorithm to evaluate with the van der Waals interaction\textsuperscript{35} and the Fast Multipole Method to deal with the electrostatic interaction.\textsuperscript{35,41–44}

2.2. ONIOM and QM/MM Energy Expressions. In a two-layer ONIOM(QM:MM) calculation, the total energy of the system is obtained from three independent calculations:

\[
E_{\text{ONIOM}} = E_{\text{real,MM}} + E_{\text{model,QM}} - E_{\text{model,MM}}
\]

(2)

The real system contains all the atoms and is calculated only at the MM level. The model system contains the part of the system that is treated at the QM level. Both QM and MM calculations need to be carried out for the model system. In Figure 1 we illustrate the terminology using ethane, where we include one methyl group in the QM region and the
remaining in the MM region. Because there is bonded interaction between the two regions, the model system includes a hydrogen link atom to saturate the open valence. The atoms that occur in both the model system and the real system have identical geometrical coordinates. The link atom (LA) is placed on the line that connects the center to which it is connected (the Link Atom Connection, LAC) with the atom that it substitutes (the Link Atom Host, LAH). The LAC-LA distance is obtained by scaling the original LAC-LAH distance with a constant factor, \( g \), which is chosen so that a (chemically) reasonable LAC-LAH distance yields a reasonable LAC-LA distance.\(^5\)

\[
q_{\text{LA}} = q_{\text{LAC}} + g(q_{\text{LAH}} - q_{\text{LAC}}) \quad (3)
\]

We will now relate the ONIOM(QM:MM) expression to the generic QM/MM scheme. The latter can be written as

\[
E_{\text{QM/MM}} = E_{\text{MM-only,MM}} + E_{\text{model,QM}} + E_{\text{MM-only*model-only,MM}} \quad (4)
\]

In Figure 2 we illustrate the QM/MM terminology. We assume that the position of the link atom is the same as in the ONIOM scheme. \( E_{\text{MM-only,MM}} \) is the MM energy of the part of the system that only involves MM atoms (thus excluding the LA’s). \( E_{\text{MM-only*model-only,MM}} \) describes the interaction between the QM region and the MM region and contains all the MM terms that have at least one center in the MM-only region and at least one center in the model-only region. The QM/MM equation reflects a different approach than the ONIOM equation: Equation 4 is a summation scheme. It adds the QM energy of the QM region, the MM energy of the MM region, and the MM interaction energies between the two regions. The ONIOM expression 2, on the other hand, is cast as an extrapolation scheme. Note that in the ONIOM expression all three subcalculations are on ‘complete systems’, whereas in the QM/MM expression two of the terms are on partial systems, which is the reason for only ONIOM allowing the combination of QM methods with QM methods.

In the ONIOM scheme, most of the MM terms in the model system exist in the real system as well and cancel exactly in the full expression. The difference between the real system and model system MM calculations, the \( S \)-value, describes the contribution from the MM region, which includes both the energy of the MM region as well as the interaction between the QM region and the MM region.

\[
S_{\text{MM}} = E_{\text{real,MM}} - E_{\text{model,MM}} \quad (5)
\]

\( S_{\text{MM}} \) plays the same role as the \( E_{\text{MM-only,MM}} \) terms in the QM/MM expression. In fact, when no bonded interactions are present between the regions, \( S_{\text{MM}} \) is identical to \( E_{\text{MM-only,MM}} \), and also the ONIOM and QM/MM energies become identical.

When bonded interactions are present in the system, the ONIOM and QM/MM functions are not identical. The terms involving LA in the model system calculation are not identical to the terms involving LAH in the real system calculation and do not cancel. The difference between the terms describes the difference between the LA and the LAH and can be interpreted as the MM extrapolation (or correction) of the link atoms in the model system QM calculation to the corresponding LAH atoms in the real system. In the generic QM/MM scheme, this extrapolation (or any other way to correct the QM link atom) is not present, although several QM/MM methods deal with this issue in other ways.

It is clear that when the ONIOM scheme is applied in its original formalism, as in eq 2, the interaction between the QM and MM regions is included via the MM calculations and therefore follows the mechanical embedding formalism. For this reason we also presented the generic QM/MM method in its mechanical embedding form. Later we will present electronic embedding formalisms for both ONIOM and QM/MM.

### 2.3. Derivatives and Three-Layer ONIOM

Derivatives with respect to geometrical coordinates and other properties can be obtained with the ONIOM formalism.\(^5\) For example, the gradient is written as

\[
\frac{\partial E_{\text{ONIOM}}}{\partial q} = \frac{\partial E_{\text{real,MM}}}{\partial q} + \frac{\partial E_{\text{model,QM}}}{\partial q_{\text{QM}}}J_{\text{QM}} - \frac{\partial E_{\text{model,MM}}}{\partial q_{\text{MM}}}J_{\text{MM}} \quad (6)
\]

\( q \) is a vector that contains the Cartesian coordinates of the real system, and \( q_{\text{QM}} \) and \( q_{\text{MM}} \) are the Cartesian coordinates of the QM and MM model systems, respectively. The Jacobian \( J \) projects the gradients of the link atoms onto the link atom host (LAH) and connection (LAC) coordinates. Because the positions of the link atoms is a function of the geometry of the real system, there are no additional (or fewer) degrees of freedom in the ONIOM scheme, and the potential function is well-defined. ONIOM can therefore be used in standard geometry optimization schemes and almost every other technique for the investigation of potential energy surfaces.

In principle, ONIOM can handle any number of layers, although the current implementation is limited to three. This facilitates QM/QM/MM calculations, which can for a given accuracy handle much larger QM regions than regular QM/MM methods. The combined QM/QM region in ONIOM-(QM-QM:MM) is obtained in a similar manner as in ONIOM(QM:QM), using three independent QM subcalculations. This is conceptually different from the QM/QM/MM implementation using CDFT, in which only two QM subcalculations are carried out, and the wave functions are directly coupled.\(^4\) The expression for ONIOM(QM-high: QM-low:MM), where QM-high and QM-low denote a high-
Intermediate denotes the intermediate model system. Gradients and properties can be obtained for a three-layer system in the same way as for a two-layer system.

2.4. Link Atom Placement and Link Atom Extrapolation. When we first presented the ONIOM formalism, we assumed all the geometrical coordinates of the two model system calculations to be identical. The link atom scale factors are then the same for the QM and MM model systems, and also \( J_{QM} \) and \( J_{MM} \) in eq 6 are identical. In the most recent implementation we generalized the link atom placement and allow different scale factors \( g \) for the QM model system and the MM model system. The initial reason for lifting the restriction was to be able to minimize the error resulting from the link atom. In ONIOM(QM:MM) calculations, however, we can use this mechanism for a different purpose, which we illustrate in Figure 3. The QM model system calculation is obtained in the usual way with ‘chemically reasonable scale factors’, but the MM model system is obtained with unit scale factors, and \( J_{MM} \) is a unit matrix. In addition, the MM atom type of the link atom is kept the same as the LAH in the real system. Carrying out an ONIOM(QM:MM) calculation in this way has the advantage that no MM parametrization for the link atoms is required and that therefore any system for which MM parameters are available can also be treated with ONIOM-(QM:MM). However, close inspection of the MM terms in the ONIOM energy expression shows that all the MM terms from the model system occur in the real system as well and therefore cancel. Since the terms involving LAH and LA are now identical, the extrapolation of the LA to the LAH is no longer present. In fact, the ONIOM(QM:MM) expression with unit scale factors for the MM model system becomes in this case identical to the QM/MM expression 4! Since the advantages of ONIOM(QM:MM) over QM/MM are removed with unit scale factors, we do not favor this.

The effect of the different link atoms placement is illustrated by the vibrational analysis of the ethane example from Figures 1–3. We calculated the vibrational spectrum at the B3LYP/6-31G(d) level of theory and compared this to the spectrum obtained with ONIOM and QM/MM. As outlined above, the latter is identical to ONIOM with the unit scale factor for the MM model system link atom. We used B3LYP/6-31G(d) for the QM method and the Amber force field for the MM method. In Table 1 we show the frequencies. The C–C stretching frequency is in bold. It is clear that the ONIOM value is much closer to the B3LYP reference value than the QM/MM value is. This is due to the link atom correction at the MM level of theory, which specifically improves the C–C stretch mode because it involves the border between the MM and QM region. Some of the other values are quite similar for QM/MM and ONIOM but differ significantly from B3LYP. These are modes that are either fully or partially located in the MM region and are therefore (partially) described by the MM parameters.

2.5. Cancellation Problem. We will now turn to a technical issue that needs to be taken into account when...
studying chemical reactivity. Standard (nonreactive) MM methods cannot handle bond breaking and forming. As a general rule, relative energies only make sense when the structures are computed with the same atom types and connectivity. In other words, the potential function 1 needs to be continuous, which means that the list of angles, bends, etc. and the associated parameter cannot change. For example, consider the carboxylation of the lysine amino acid residue (Figure 4). The reactant and product have a different connectivity, and therefore the reaction energy cannot be computed with MM methods. Somewhere during the reaction (in the TS region), the connectivity changes from ‘reactant’ to ‘product’. This introduces a discontinuity in the potential function, which is clearly wrong; for a method to describe bond breaking and forming correctly, the potential energy surface must be continuous. The MM contribution is defined as the continuous. The MM contribution to the energy must be in a more formal way. For the ONIOM surface to be continuous, the MM contribution to the energy must be continuous. The MM contribution is defined as the connectivity in the reaction center. For example, when we take the transition state structure of the carboxylation reaction, the connectivity calculated with the connectivity as in the product structure must be the same as the connectivity calculated with the connectivity as in the product structure.

In contrast to MM methods, ONIOM and QM/MM are able to describe bond breaking and forming. We illustrate this with the carboxylation example. The bond between H21 and O24 is broken in the reactant complex and formed in the product. In a MM calculation there is therefore a stretching term for this bond in the product but no stretching term in the complex. In a pure MM calculation, this results in a discontinuity in the potential surface. However, the ONIOM energy expression contains two MM terms, \( E^\text{real,MM} \) and \( E^\text{model,MM} \), and the stretching term for H21 and O24 occurs in both. Because these two H21–O24 stretching terms enter the energy expression with different sign, they cancel exactly and have no contribution to the ONIOM energy. The result is that the energy does not depend on whether the bond between H21 and O24 is considered being broken or formed in the MM subcalculations. In other words, the ONIOM energy is continuous, despite the changes in the connectivity during the reaction.

We can present the issue raised in the previous paragraph in a more formal way. For the ONIOM surface to be continuous, the MM contribution to the energy must be continuous. The MM contribution is defined as the \( S \)-value, eq 5. Using the \( S \)-value, the ONIOM energy can be written as

\[
E^\text{ONIOM} = E^\text{model,QM} + S^\text{MM}
\]

For the \( S \)-value to be continuous, it must be independent of the definition of the connectivity in the reaction center. For example, when we take the transition state structure of the carboxylation reaction, the \( S \)-value calculated with the connectivity as in the reactant structure must be the same as the \( S \)-value calculated with the connectivity as in the product structure:

\[
\Delta S^\text{MM} = S^\text{MM}(\text{TS,reactant connectivity}) - S^\text{MM}(\text{TS,product connectivity}) \rightarrow \text{must be zero}
\]

In Table 2 we show the \( S^\text{MM} \) and \( \Delta S^\text{MM} \) values for the transition state of the carboxylation reaction, for the three partitionings in Figure 5. We calculated the \( S \)-value with both the reactant connectivity and the product connectivity and show the difference \( \Delta S^\text{MM} \) in the final column. Besides the total MM values (in bold), we also show the values broken down for each type of MM term.

In the table we see that the reactant \( S \)-value and product \( S \)-value differ for both partitioning 1 and partitioning 2. Thus
\[ \Delta S \] is not zero, and the result depends on the definition of the connectivity. This is clearly not what we expect from a correct partitioning, which we refer to as the cancellation problem.

How is it possible that \( \Delta S \) is not zero, despite the only changes in the connectivity being completely in the QM region? From Table 2 we see that for partitioning 1, \( \Delta S \) is zero for the stretching terms. Indeed, the stretching terms that are affected by the change in connectivity are identical and therefore cancel exactly in the real system and in the model system. However, the torsional terms, for example, have a nonzero \( \Delta S \) for partitioning 1. Consider the torsional term for atoms H17–N19–H21–O24. This term does not exist in the model system, so its value does not cancel in the ONIOM expression. But whether this term is included in the energy expression (via the \( E_{\text{MM},\text{Real}} \) term) depends on whether the bond between N19 and H21 is considered broken or formed. If the bond is considered broken, the term will not enter the energy expression. If the bond is considered formed, it will enter the ONIOM energy expression. The result is that for partitioning 1, the total ONIOM energy depends on the connectivity and is not continuous. Therefore, partitioning 1 is wrong and should not be used. Looking at the table, partitioning 2 still produces a small energy difference, which results from the nonbonded terms that involve the link atom. This difference is so small that in practice this partitioning can be used. Only the third partitioning generates exactly the same energies with both connectivity sets. Of course, this ‘cancellation problem’ is directly the result of MM terms extending over more than one bond. Since the ‘largest’ MM terms extend over three bonds (dihedral angle terms), the cancellation problem will never occur when there are more than three bonds between the MM region and any bond that is formed or broken during the reaction. However, avoiding the cancellation problem is only one requirement for a reliable potential. In most cases it will be necessary to include many more centers in the QM region in order to obtain meaningful results.

To summarize, when bond breaking and forming is part of the process in the QM region, it is safest to have the MM region at least three bonds away from the bond breaking/formation to avoid the cancellation problem. However, depending on the exact parameters involved in the MM terms in the border region, there are instances where one or two bond separations are sufficient. To test whether this is possible for a particular problem, once can apply the tests using the \( S \)-value as described in the paragraphs above. Although we discussed the problem with the cancellation using the ONIOM expression, it will occur with the generic QM/MM expression as well. The \( E_{\text{MM–only*model–only},\text{MM}} \) term in eq 4 contains all the MM terms that have at least one center in the MM-only region and at least one center in the model-only region. Again, which terms are included in \( E_{\text{MM–only*model–only},\text{MM}} \) depends on the connectivity, and the potential surface may be discontinuous when bond breaking and formation takes place close to the MM region.

2.6. Electronic Embedding. In QM/MM methods, there are two choices for dealing with the electrostatic interactions between the QM layer and the MM layer. The first, classical embedding or mechanical embedding, treats the cross-region electrostatic interactions at the molecular mechanics level. The second, electronic embedding, incorporates the cross-region electrostatic interaction in the QM Hamiltonian. The latter avoids the approximation of the QM charge distribution by point charges and allows the wave function to be polarized by the charge distribution of the MM region. From the original formulation, as outlined in the previous sections, it follows that ONIOM uses mechanical embedding by default. In this section we will present the modification of the ONIOM scheme to include electronic embedding. We also present the electronic embedding version of the generic QM/MM method and compare the two schemes in the results section.

To illustrate the different embedding approaches, we use the deprotonation of Histidine in Figure 6 as an example. The ONIOM expression contains two molecular mechanics terms, of which \( E_{\text{model},\text{MM}} \) includes the electrostatic interaction for the QM region, while \( E_{\text{real},\text{MM}} \) includes the electrostatic interaction for the full system. The latter includes the electrostatic interactions between atoms within the MM region, atoms within the QM region, and atoms in the QM region with atoms in the MM region. Electrostatic interactions between atoms that are separated by three bonds or less are scaled according to the MM force field definition, because they are (partially) implicit in the stretch, bend, and
torsional terms (For example, Amber uses a factor of zero for one and two bond separated electrostatic interactions and a factor of 1/1.2 for three bond separated interactions.). Using Figure 6, we show in Table 3 a number of specific interactions to illustrate which terms are included.

Because the interactions between QM and MM atoms (for example between H16 and H13) are included in both the $E_{\text{model,MM}}$ and the $E_{\text{real,MM}}$ terms, they cancel in the ONIOM energy expression. It follows that the only electrostatic interactions at the MM level that are retained in eq 1 are those between MM atoms and MM atoms and those between MM atoms and QM atoms. Hence, the electrostatic interaction between the two layers is described by the MM component of the energy expression, which is referred to as mechanical embedding. The point-charge electrostatic interactions involving LA and LAH are a special case. The interactions of the QM atoms with both LAH (C5) and LA (H5a) are retained but with different value, sign, and position. Their difference represents the extrapolation of the hydrogen link atom in the QM calculation to the carbon atom as it is in the real system, similar to the bonded terms involving LA and LAH as discussed in the previous sections.

We will first discuss how the generic QM/MM scheme is extended to electronic embedding. The QM/MM energy expression 4 is modified to

$$E_{\text{QM/MM}} = E_{\text{MM only,MM}} + E_{\text{model,QM}} + E_{\text{noQ MM only,MM}}$$

where

$$\hat{H}_{\text{model,QM}} = \hat{H}_{\text{model,QM}} - \sum_i \sum_N \frac{S_N q_N}{r_{iN}} + \sum_j \sum_N \frac{Z_j s_N q_N}{r_{jN}}$$

$N$, $J$, and $i$ refer to the atoms from the MM region, atoms from the QM region, and electrons, respectively. The subscript noQ indicates that the electrostatic terms are excluded. The scaling factor $s_N$ is used to avoid overpolarization of the wave function due to large charges close to the QM region. Usually $s_N$ is zero for charges less than three
bonds away from the QM region, and unit for the remaining charges. The scaling factor also avoids ‘overcounting’. For example, for the C3–C5–C9 angle there are molecular mechanics bending (C3–C5–C9) and stretching terms (C3–C5 and C5–C9) in $E_{\text{MM-only}}^{\text{model-only,MM}}$ (see Table 4). The electrostatic and van der Waals interactions between these three centers are implicit in these bending and stretching terms and are therefore excluded from the list of nonbonded interactions in MM calculations. However, if the partial charge of C3 were included in the QM Hamiltonian, the electrostatic interaction of this center with the charge density of C9 would be fully included via the term $E_{\text{v,MM}}^{\text{model,QM}}$. The electrostatic interaction would then be included twice: once through the C3–C5–C9 bending term and once through the inclusion of the charge on C3 in the Hamiltonian. We refer to this as ‘overcounting’, and scaling the charge on C3 to zero ensures that it does not take place. This solution, however, is not satisfactory, because scaling the charge on C3 to zero results in the exclusion of the electrostatic interaction of this center with all the other QM atoms (C14, N15, etc.). Since these interactions should in fact be included, we refer to this as ‘undercounting’. In short, standard QM/MM will always result in either undercounting or overcounting, which is ultimately the result of the incompatibility between the QM charge density and the MM atom centered charges.

Some QM/MM implementations deal with the overpolarizaton and overcounting problem by using delocalized charges instead of point charges, or by redistributing the charges close to the QM region. For electronic embedding in ONIOM we follow an approach that differs from standard QM/MM schemes. Following the spirit of ONIOM, we perform the model system calculations on the same system, which includes the charges that come from the MM region. In the QM model system these point charges are then incorporated in the Hamiltonian, while in the MM model calculation they are evaluated at the classical level. Furthermore, only the model system calculations are modified, while the real system MM term remains identical to that in the ONIOM-ME (ONIOM-Mechanical Embedding) expression 1. The expression for ONIOM-EE (ONIOM-Electronic Embedding) becomes

$$E_{\text{ONIOM-EE}} = E_{v,\text{model,QM}}^{\text{model,MM}} + E_{\text{real,MM}}^{\text{real,MM}} - E_{v,\text{model,MM}}^{\text{model,MM}}$$

where

$$E_{v,\text{model,MM}}^{\text{model,MM}} = E_{v,\text{model,MM}}^{\text{model,MM}} + \sum_{J} \sum_{N} \frac{q_J s_N q_J}{r_{JN}}$$

The QM calculation in eq 11 is identical to that in eq 9. Because the model systems must be identical, we use the same scale factor $s_N$ in both the QM and the MM model system calculations.

It must be noted that the use of delocalized or redistributed charges, as in other QM/MM schemes, is not mutually exclusive with the ONIOM implementation of electronic embedding. Applying both methods simultaneously might provide a superior scheme. Furthermore, from a practical point of view, a major difference between the QM/MM and ONIOM electronic embedding schemes is that in the latter the user must specify charges for the QM region.

In Table 5 we give again the specific electrostatic interactions in the MM terms, with the entries in italic being different from the corresponding Table 3 for ONIOM-ME. We will now compare the specific electrostatic interactions between standard QM/MM-EE and ONIOM-EE. With QM/MM-EE, we saw that the interaction between C3 and N15 is undercounted because the charge on C3 is scaled to zero in the QM calculation, and the C3–N15 interaction is excluded from the MM calculations. In the ONIOM-EE scheme, however, this interaction is still present in the $E_{\text{real,MM}}$.
term. The electrostatic interaction between C3 and N15 is therefore still included in the ONIOM expression, albeit at the classical level. Another example is the interaction between C6 and C9. The MM torsional term C9–C5–C3–C6 already contains implicitly part of the electrostatic interaction, which is why the three-bond separated non-bonded interactions are scaled. However, the C6–C9 electrostatic interaction is without scaling included in the QM term in equation $E_{\text{model,QM}}$. In QM/MM-EE this leads to overcounting, but in ONIOM-EE this particular interaction is included fully in the model system MM term $E_{\text{model,MM}}$ and scaled in the real system MM term $E_{\text{real,MM}}$. The difference between the MM terms can be regarded as a correction to the overcounting at the QM level. In other words, in ONIOM-EE the overcounting or undercounting introduced at the QM level is always corrected automatically at the classical level. This follows naturally from the ONIOM expressions and does not require any of the corrections that generic QM/MM-EE schemes need.

In Figure 7 we show the error of the ONIOM-EE and QM/MM-EE as a function of the charges scaled based on distance from the QM region. The error of ONIOM-EE and QM/MM-EE as a function of the charges scaled based on distance from the QM region. In QM/MM-EE this leads to overcounting, but in ONIOM-EE this particular interaction is included fully in the model system MM term $E_{\text{model,MM}}$ and scaled in the real system MM term $E_{\text{real,MM}}$. The difference between the MM terms can be regarded as a correction to the overcounting at the QM level. In other words, in ONIOM-EE the overcounting or undercounting introduced at the QM level is always corrected automatically at the classical level. This follows naturally from the ONIOM expressions and does not require any of the corrections that generic QM/MM-EE schemes need.

<table>
<thead>
<tr>
<th>centers</th>
<th>included in MM model system?</th>
<th>included in MM real system?</th>
<th>in QM model?</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1–C6</td>
<td>no (centers not in model)</td>
<td>no (2 bond separation)</td>
<td>no</td>
</tr>
<tr>
<td>N1–N25</td>
<td>no (centers not in model)</td>
<td>scaled (3 bond separation)</td>
<td>no</td>
</tr>
<tr>
<td>N1–C27</td>
<td>no (centers not in model)</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>C3–C9</td>
<td>no (C3 scaled to zero)</td>
<td>no (2 bond separation)</td>
<td>no (C3 scaled)</td>
</tr>
<tr>
<td>C3–C12</td>
<td>no (C3 scaled to zero)</td>
<td>scaled (3 bond separation)</td>
<td>no (C3 scaled)</td>
</tr>
<tr>
<td>C3–N15</td>
<td>no (C3 scaled to zero)</td>
<td>yes</td>
<td>no (C3 scaled)</td>
</tr>
<tr>
<td>C6–C9</td>
<td>yes</td>
<td>scaled (3 bond separation)</td>
<td>yes</td>
</tr>
<tr>
<td>C6–N11</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>C6–C14</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>C6–H17</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>H16–C9</td>
<td>no (2 bond separation)</td>
<td>no (2 bond separation)</td>
<td>yes</td>
</tr>
<tr>
<td>H16–N11</td>
<td>scaled (3 bond separation)</td>
<td>scaled (3 bond separation)</td>
<td>yes</td>
</tr>
<tr>
<td>H16–H13</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>C5–N11</td>
<td>no (C5 scaled to zero)</td>
<td>no (2 bond separation)</td>
<td>no (C5 scaled)</td>
</tr>
<tr>
<td>C5–C14</td>
<td>no (C5 scaled to zero)</td>
<td>scaled (3 bond separation)</td>
<td>no (C5 scaled)</td>
</tr>
<tr>
<td>C5–H17</td>
<td>no (C5 scaled to zero)</td>
<td>yes</td>
<td>no (C5 scaled)</td>
</tr>
<tr>
<td>H5a–N11</td>
<td>no (2 bond separation)</td>
<td>no (H5a not in real system)</td>
<td>yes</td>
</tr>
<tr>
<td>H5a–C14</td>
<td>scaled (3 bond separation)</td>
<td>no (H5a not in real system)</td>
<td>yes</td>
</tr>
<tr>
<td>H5a–H17</td>
<td>yes</td>
<td>no (H5a not in real system)</td>
<td>yes</td>
</tr>
</tbody>
</table>

*Entries in italics are different from those in Table 3.*

Figure 7. Error of ONIOM-EE and QM/MM-EE as a function of the charges scaled based on distance from the QM region. Compared to full QM calculations. Our focus is not on the absolute performance of the hybrid schemes but rather on the difference in behavior between ONIOM and the generic QM/MM method. The graph shows the error as a function of the number of bonds away from the QM region that have the charges scaled to zero. The charge on C5 is always scaled to zero. At $x=1$, only charges one bond out (C5) are scaled. At $x=2$, charges up to two bonds out (C5, H7, H8, and C3) are scaled, and so forth.

Even though the QM/MM-EE has the smallest absolute error (at $x=4$), its behavior is much more erratic than ONIOM-EE. The reason is that, in this particular example, the sign of the charges in the MM region is alternating with each step further away from the QM region and that therefore the total charge included in the set of (nonzero) point charges changes strongly with each increasing $x$-value. In ONIOM-EE the total charge is always the same, because the error at the QM level is corrected at the MM level, and the graph is much less erratic.

At $x=6$, all the charges in the MM region are scaled to zero in the model system calculations, and ONIOM-EE becomes identical to ONIOM-ME. We see that the result is quite similar to the ONIOM-EE results, which indicates that the partial charges assigned to the QM region describe the real QM charge density quite well. Note that ONIOM-EE and QM/MM-EE are not identical to each other when all the charges are scaled to zero, at $x=6$. In that case, QM/MM-EE completely ignores all the electrostatic interactions between the two layers, while QM/MM-EE becomes ONIOM-ME and still includes the electrostatic interactions at the classical level, through the $E_{\text{real,MM}}$ calculation.

Finally, we want to stress that the example above is intended primarily to demonstrate that correct charge balancing follows naturally from the electronic embedding version of ONIOM. Our generic QM/MM implementation is crude in many ways, and the unfavorable comparison to ONIOM-
EE in Figure 7 is not typical for state-of-the-art QM/MM implementations, which have incorporated other methods for dealing with the charge-balancing. These methods, however, are complimentary with ONIOM, and using both approaches simultaneously may provide the superior QM/MM scheme.

2.7. Three-Layer Electronic Embedding. In ONIOM-(QM-high:QM-low:MM)-EE, we need to decide which charges need to be included in each of the four QM model system calculations. In the calculations on the intermediate model system, we always include the MM charge density. In the calculation on the small model system, we have two choices. First, we can carry out the calculations on the small model system with the same charge cloud as the intermediate model system calculations. We denote this as ONIOM3-EE. Note that in this case, only the partial charges of the MM layer are included and not the charges associated with the intermediate layer. Second, we can carry out the calculations on the small model system without any charges, assuming that the effect of the charge cloud is accurately included via the calculations on the intermediate model system. This is denoted as ONIOM3-EEx.

To illustrate the three-layer version of ONIOM with electronic embedding, we use the $S_0 \rightarrow S_1$ excitation in bacteriorhodopsin (bR) from ref 11. We include the complete chromophore in the intermediate model system, while the chromophore without the substituents (only the Schiff base polyene) is in the small model system (Figure 8). The levels of theory used are B3LYP/6-31G(d) for QM-high and HF/3-21G for QM-low and TD-B3LYP and TD-HF for the excitation energies. We calculated the HF:Amber and B3LYP:HF:Amber excitations on the geometries optimized at the specific level of theory.

In Table 6 we show the excitation energies for the three-layer ONIOM calculations as well as two-layer ONIOM calculations. In the latter, the full chromophore is included in the QM region. The two-layer B3LYP:Amber calculation then forms the benchmark to which we compare the results.

**Table 6: Excitation Energies of BR for Various Partitionings and Method Combinations**

<table>
<thead>
<tr>
<th></th>
<th>real (kcal/mol)</th>
<th>model-high (kcal/mol)</th>
<th>model-low (kcal/mol)</th>
<th>ONIOM (kcal/mol)</th>
<th>time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF:Amber-EE</td>
<td>81.45</td>
<td></td>
<td></td>
<td>81.45</td>
<td>39</td>
</tr>
<tr>
<td>B3:Amber-EE (benchmark)</td>
<td>58.25</td>
<td></td>
<td></td>
<td>58.25</td>
<td>318</td>
</tr>
<tr>
<td>B3:HF:Amber-EE</td>
<td>69.70</td>
<td>62.80</td>
<td>71.24</td>
<td>61.26</td>
<td>109</td>
</tr>
<tr>
<td>B3:HF:Amber-EEx</td>
<td>72.33</td>
<td>60.78</td>
<td>69.62</td>
<td>63.50</td>
<td>102</td>
</tr>
</tbody>
</table>

![Figure 8. ONIOM3 partitioning of bR. Ball and stick represents B3LYP, tube HF, and wireframe the Amber molecular mechanics force field.](image)

EE in Figure 7 is not typical for state-of-the-art QM/MM implementations, which have incorporated other methods for dealing with the charge-balancing. These methods, however, are complimentary with ONIOM, and using both approaches simultaneously may provide the superior QM/MM scheme.

It depends on the problem whether ONIOM3-EE or ONIOM3-EEx is the best choice. The QM-high layer can be far away from the MM layer (with the QM-low layer acting as buffer). If the MM density is included in the model system calculations, following ONIOM3-EE, the QM-high layer ‘feels’ the full charge density. However, in reality the charges from the MM region will be screened by the QM-low layer. If this screening is important, ONIOM3-EE will be unphysical. Excluding the MM charges from the model system calculation, in ONIOM3-EEx, is not always correct either, especially when the QM-low method cannot describe accurately the effect of the MM charge distribution on the QM-high layer.

To illustrate the three-layer version of ONIOM with electronic embedding, we use the $S_0 \rightarrow S_1$ excitation in bacteriorhodopsin (bR) from ref 11. We include the complete chromophore in the intermediate model system, while the chromophore without the substituents (only the Schiff base polyene) is in the small model system (Figure 8). The levels of theory used are B3LYP/6-31G(d) for QM-high and HF/3-21G for QM-low and TD-B3LYP and TD-HF for the excitation energies. We calculated the HF:Amber and B3LYP:HF:Amber excitations on the geometries optimized at the specific level of theory.
Extensions to the ONIOM(QM:MM) Scheme

The results are clear. B3LYP:HF:Amber does always a better job than the two-layer HF:Amber. In addition, for this example it does appear necessary to include the charge cloud also in the smallest model system, although the difference is small. In the three-layer calculation, we obtain virtually identical results, for about a third of the CPU time as needed in the two-layer calculation.

3. Conclusions

We presented several developments of the ONIOM(QM:MM) method and compared the behavior and performance to a generic QM/MM scheme. The electronic embedding version of ONIOM appears to be more stable than QM/MM with electronic embedding. However, we implemented only the simple charge zeroing version of the latter, and QM/MM might compare more favorably to ONIOM when more sophisticated methods for avoiding overpolarization are implemented, such as delocalized charges or charge redistribution. Combining these methods with the ONIOM scheme may present a superior scheme for electronic embedding. Furthermore, we showed that the link atom correction that is implicit in ONIOM and omitted from simple QM/MM schemes can improve the results significantly.

We analyzed in detail the occurrence of discontinuities in the ONIOM(QM:MM) energy when bond breaking and formation is involved. The ‘better safe than sorry’ approach is to ensure that there are at least three bonds between the MM and the bonds in the QM region that are being broken or formed. In some cases it may be possible to have only one or two bonds, but careful testing is required to ensure that the potential is correct.

To conclude, we feel that the extrapolation nature of ONIOM provides elegant and implicit solutions to some problems, especially related to charge balancing, that require ad-hoc corrections in most other QM/MM schemes. Some of the solutions that follow from the ONIOM method can be incorporated in other QM/MM schemes. In turn, many of the promising developments in other QM/MM methods can be formulated in the ONIOM framework as well.

Acknowledgment. K.M. acknowledges support in part by a grant (CHE-0209660) from the U.S. National Science Foundation and by a grant from Gaussian, Inc.

References
