One-dimensional Schrödinger operators with $\delta'$-interactions on Cantor-type sets
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Abstract. We introduce a novel approach for defining a $\delta'$-interaction on a subset of the real line of Lebesgue measure zero which is based on Sturm–Liouville differential expression with measure coefficients. This enables us to establish basic spectral properties (e.g., self-adjointness, lower semiboundedness and spectral asymptotics) of Hamiltonians with $\delta'$-interactions concentrated on sets of complicated structures.

1. Introduction

The main object of the present paper is the Hamiltonian $H$ in $L^2(a,b)$ associated with the differential expression

$$
-\frac{d}{dx} \frac{d}{dP(x)} + q(x),
$$

where $P$ is a real-valued function on some interval $(a,b) \subseteq \mathbb{R}$ which is locally of bounded variation and $q \in L^1_{\mathrm{loc}}(a,b)$ is a real-valued function. More specifically, we are only interested in the case when

$$
P(x) = x + \nu(x),
$$

such that the Borel measure $d\nu$ is singular with respect to the Lebesgue measure.

Such kind of Sturm–Liouville operators with measure coefficients have a long history and for further details we refer to the monographs [1], [20], [36] and to the more recent papers [7], [8], [15], [16], [17], [18], [39], [40], [42]. Let us only mention two particular examples: the Krein string operator

$$
-\frac{d}{dM(x)} \frac{d}{dx},
$$

where $M$ is a nondecreasing function, and the Schrödinger operator with a measure potential (see, e.g., [8], [40])

$$
-\frac{d^2}{dx^2} + dQ(x).
$$
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In particular, if the potential $dQ$ is a discrete measure, that is, $dQ(x) = \sum_k \alpha_k \delta(x - x_k)$, then the differential expression in (1.4) describes a $\delta$-interaction on the discrete set $X = \{x_k\}$ of strength $\alpha$.

Similarly, if $q \equiv 0$ and we set $d\nu(x) = \beta \delta(x)$ in (1.2), then the maximal operator associated with (1.1) in $L^2(\mathbb{R})$ is given by (see Example 2.2 for details)

$$Hf = -f'' , \quad \text{dom}(H) = \left\{ f \in W^{2,2}(\mathbb{R}\setminus\{0\}) : f'(0+) = f'(0-) = \beta f'(0+) \right\} .$$

(1.5)

Hence, this operator describes a $\delta'$-interaction at $x = 0$ of strength $\beta$ (see [1]) and is formally given by

$$H = -\frac{d^2}{dx^2} + \beta (\cdot , \delta') \delta'.$$

(1.6)

The existence of the model (1.6) was pointed out in 1980 by Grossmann, Hoegh–Krohn and Mebkhout [25]. However, the first rigorous treatment of (1.6) was made by Gesztesy and Holden in [21] using the method of boundary conditions. An alternate approach based on generalized derivatives in the sense of distributions (using test functions which are allowed to be discontinuous at the position of the interaction) was given in [35]. However, again this approach only works for discrete supports.

One of the most traditional approaches to study Hamiltonians with $\delta'$-interactions is the method of boundary conditions (see, e.g., [1], [31], [32]). Note that only recently [34] it was realized how to apply the form approach to investigate spectral properties of these Hamiltonians. More precisely (see [34] as well as [6]), a $\delta'$-interaction can be considered as a form sum of two forms $t_N$ and $b$, where

$$t_N[f] = \int_\mathbb{R} |f'(x)|^2 dx, \quad \text{dom}(t_N) = W^{1,2}(\mathbb{R}\setminus\{0\}),$$

(1.7)

and

$$b[f] = \frac{|f(0+) - f(0-)|^2}{\beta}, \quad \text{dom}(b) = W^{1,2}(\mathbb{R}\setminus\{0\}).$$

(1.8)

Let us note that the operator

$$H_N f = -f'' , \quad \text{dom}(H_N) = \left\{ f \in W^{2,2}(\mathbb{R}\setminus\{0\}) : f'(0+) = f'(0-) = 0 \right\},$$

(1.9)

is associated with the form $t_N$. Clearly, $H_N$ is the direct sum of Neumann realizatioons of $-\frac{d^2}{dx^2}$ in $L^2(\mathbb{R}_-) \text{ and } L^2(\mathbb{R}_+)$, respectively. Note that the form $b$ is infinitesimally form bounded with respect to the form $t_N$ and hence, by the KLMN theorem, the form

$$t[f] = t_N[f] + b[f], \quad \text{dom}(t) = W^{1,2}(\mathbb{R}\setminus\{0\}),$$

(1.10)

is closed, lower semibounded and gives rise to the self-adjoint operator (1.5).

Let us also mention that the approximation by Schrödinger operators with scaled smooth potentials does not work for $\delta'$-interactions (see the details in [1] Appendix K and also [13], [19], [23], [24]). All this shows that Hamiltonians with $\delta$ and $\delta'$-interactions are quite different. In particular, it is straightforward to introduce a $\delta$-interaction on an arbitrary set of Lebesgue measure zero. To this end, one just needs to take an appropriate singular measure $dQ$ in (1.4). However, the situation with $\delta'$-interactions is quite unclear. To the best of our knowledge, only a few papers are devoted to the study of Hamiltonians with $\delta'$-interactions supported on
sets of Lebesgue measure zero (see [3], [11], [37]). In [5] and [37], a \( \delta' \)-interaction on a compact set of Lebesgue measure zero is introduced with the help of boundary conditions. In the more recent paper [11], an abstract definition is given. Our main aim is to provide another definition of a \( \delta' \)-interaction using the generalized differential expression (1.1). More precisely, based on the recent investigation of Sturm–Liouville operators with measure coefficients [15], we show that the Hamiltonian with a \( \delta' \)-interaction supported on a closed set \( \Sigma \subset \mathbb{R} \) of Lebesgue measure zero can be treated as a Sturm–Liouville operator (1.1) with a singular density (1.2). In this case, the singular measure \( d\nu \) supported on \( \Sigma \) is the strength of the \( \delta' \)-interaction. A precise definition will be given in Section 2. Moreover, we show that in the cases when either \( d\nu \) is a discrete measure or \( d\nu \) is a finite signed measure such that \( \Sigma = \text{supp}(d\nu) \) is a compact subset of \( \mathbb{R} \) of Lebesgue measure zero, our definition coincides with the one in [1], [21] and in [5], [37], respectively.

Our proposed approach has several advantages: First of all, it enables us to apply the well-developed Sturm–Liouville theory for the study of deficiency indices to Hamiltonians with \( \delta' \)-interactions (see Section 3). In particular, we may describe the deficiency indices using Weyl’s limit-point/limit-circle classification of the endpoints. The latter enables us to prove a simple self-adjointness criterion in terms of the interaction’s strength \( d\nu \) if \( q \in L^\infty(a, b) \) (Theorem 3.3). In Section 4, we investigate lower semiboundedness of Hamiltonians with \( \delta' \)-interactions. First of all, Theorem 4.1 extends the classical Glazman–Povzner–Wienholtz theorem to the case of Hamiltonians (1.1)–(1.2) (the case of a discrete measure \( d\nu \) was studied in [34]). Moreover, we introduce the quadratic form (4.8)–(4.9) which is associated with the Hamiltonian \( H \) (see Lemma 4.3). This form plays a key role in the study of the negative spectrum of \( H \). For instance, if \( q \equiv 0 \), then we show that the dimension of the negative subspace of \( H \) equals the cardinality of \( \Sigma_- \), the topological support of the negative part \( d\nu_- \) of \( d\nu \) (Theorem 5.1). As a consequence of this result, let us mention the following fact: if the Hamiltonian \( H \) is lower semibounded, then the negative part of \( d\nu \) is a discrete measure (see Corollary 5.6). Moreover, as in [34] the form approach enables us to treat \( H \) as a form perturbation of the Neumann realization \( H^<_\Sigma \) (see Section 5 for definitions) and then to investigate the discreteness of the spectrum of \( H \). More precisely, using the discreteness criterion for the Neumann realization \( H^<_\Sigma \) (Theorem 8.6), we obtain various necessary and sufficient conditions for the spectrum of \( H \) to be discrete (see Sections 8.3 and 8.4). In Section 6, we approximate the Hamiltonian \( H \) by Sturm–Liouville operators with smooth coefficients. Section 7 collects some results on spectral asymptotics of Hamiltonians with \( \delta' \)-interactions. Again, our definition immediately reveals the dependence of spectral asymptotics on the behavior of the measure \( d\nu \) at the endpoints of the interval. Let us emphasize that in the regular case (that is, the interval \( (a, b) \) is finite and \( d\nu \) is a finite signed measure), the eigenvalues of \( H \) admit the classical Weyl’s asymptotic (Lemma 7.1). However, the high energy behavior of the \( m \)-function as well as of the corresponding spectral function depends on the interaction strength \( d\nu \) (see Theorem 7.5).

2. A Schrödinger operator with non-local interactions

In this section, we will introduce a particular kind of Sturm–Liouville operators with measure coefficients. For further details regarding the notion of measure Sturm–Liouville equations and operators we refer the reader to [15], [27], [28], [36].
To set the stage, consider the differential expression
\[ \tau = -\frac{d}{dx} \frac{d}{dP(x)} + q(x) \] (2.1)
on some interval \((a, b)\), where \(q \in L^1_{\text{loc}}(a, b)\) and \(P\) is a real-valued function on \((a, b)\) which is locally of bounded variation. The corresponding real-valued Borel measure will be denoted by \(dP\). We shall also assume that the following holds:

**Hypothesis 2.1.** The absolutely continuous part of \(dP\) (with respect to the Lebesgue measure) is the Lebesgue measure and therefore, we may write \(P(x) = x + \nu(x)\) such that the measure \(d\nu\) is singular (with respect to the Lebesgue measure).

Note that we could also allow \(q\) to be a measure as in [15]. However, for the sake of simplicity and readability we refrain from doing so here.

In order for \(\tau f\) to make sense, it is at least necessary that the function \(f\) belongs to the class \(AC_{\text{loc}}((a, b); dP)\) of functions which are locally absolutely continuous with respect to \(dP\). This class consists of all functions \(f\) which are locally of bounded variation and such that the corresponding Borel measure \(df\) is absolutely continuous with respect to \(dP\). In this case one has
\[ df(x) = f^{[1]}(x) dP(x) \] (2.2)
for some (unique) \(f^{[1]} \in L^1_{\text{loc}}((a, b); dP)\), which is the Radon–Nikodým derivative of \(df\) with respect to \(dP\) and called the quasi-derivative of \(f\). The function \(f^{[1]}\) is defined almost everywhere (with respect to the Lebesgue measure) and (in order for \(\tau f\) to make sense) has to be locally absolutely continuous with respect to the Lebesgue measure, such that
\[ \tau f(x) = -(f^{[1]})'(x) + q(x)f(x) \] (2.3)
is defined for almost all \(x \in (a, b)\) with respect to the Lebesgue measure.

Thus, the maximal domain on which the differential expression (2.1) can be defined, is given by (see [15])
\[ \mathcal{D} = \{ f \in AC_{\text{loc}}((a, b); dP) : f^{[1]} \in AC_{\text{loc}}(a, b) \}. \] (2.4)

Consequently, the differential expression \(\tau\) gives rise to a maximally defined closed operator \(H\) in the Hilbert space \(L^2((a, b); dP)\), given by
\[ Hf = \tau f, \quad \text{dom}(H) = \mathcal{D}_{\text{max}} = \{ f \in L^2(a, b) : f \in \mathcal{D}, \tau f \in L^2(a, b) \}. \] (2.5)

Although there may be various representatives of a function \(f \in \text{dom}(H)\) in \(\mathcal{D}\), the function \(\tau f\) (and in fact, also the first quasi-derivative) are independent of this choice. For definiteness, by default we will always choose the unique left-continuous representative of \(f\) which may be discontinuous only in points of mass of \(dP\). In particular, \(f\) has at most countably many points of discontinuity and the respective right-hand limits will be denoted with
\[ f(x+) = \lim_{\varepsilon \downarrow 0} f(x + \varepsilon). \] (2.6)

Since \(dP(x) = dx + d\nu(x)\), equation (2.2) turns into
\[ f(x) - f(y) = \int_y^x f^{[1]}(t) dt + \int_{[y,x]} f^{[1]}(t) d\nu(t), \quad x, y \in (a, b), \ y < x. \] (2.7)

Note that the first summand on the right-hand side is locally absolutely continuous, while the second one is singular with respect to the Lebesgue measure. Let \(\Sigma_{\text{min}}\) be
a minimal (non-topological) support of the measure \(dv\) and note that the Lebesgue measure of \(\Sigma_{\min}\) equals zero. Moreover, we can choose \(\Sigma_{\min}\) such that for all \(x \in \Sigma_{\min}^c := (a, b) \setminus \Sigma_{\min}\) the second summand in (2.7) is differentiable at \(x\) and its derivative is zero. Due to the continuity of \(f^{[1]}\), the derivative \(f'\) exists for all \(x \in \Sigma_{\min}\) with \(f'(x) = f^{[1]}(x)\). Since \(f^{[1]}\) is continuous on \((a, b)\), \(f'\) is continuous on \(\Sigma_{\min}\) as well and admits a continuous (and even locally absolutely continuous) continuation to \((a, b)\) (which coincides with \(f^{[1]}\)). We will often keep the notation \(f'\) for this continuation.

**Example 2.2** (\(\delta'\)-interaction on a discrete set). Let \((a, b) = \mathbb{R}, q \equiv 0\) and \(\text{supp}(dv) = X\), where \(X = \{x_k\}_{k = -\infty}^{\infty}\) with \(x_k < x_{k+1}\) for every \(k \in \mathbb{Z}\), and \(x_k \to \pm \infty\) as \(k \to \pm \infty\). Then the singular part \(dv\) of \(dP\) is of the form

\[
dv(x) = \sum_{k \in \mathbb{Z}} \beta_k \delta(x - x_k),
\]

for some \(\beta_k \in \mathbb{R}\). For every \(f \in \mathfrak{D}_{\text{max}}\), the functions \(f\) and \(f'\) are clearly absolutely continuous on the intervals \([x_k, x_{k+1}]\) for all \(k \in \mathbb{Z}\). Moreover, \(f'(x) = f^{[1]}(x)\) for all \(x \in \mathbb{R} \setminus X\) and, since \(f^{[1]} \in AC_{\text{loc}}(\mathbb{R})\), we get

\[
f'(x_k+) = f'(x_k-) = f^{[1]}(x_k) =: f'(x_k), \quad k \in \mathbb{Z}.
\]

Next, using (2.2), we obtain the jump condition

\[
f(x_k+) - f(x_k-) = f^{[1]}(x_k)\beta_k = f'(x_k)\beta_k, \quad k \in \mathbb{Z},
\]

and hence the domain of the maximal operator is given by

\[
\text{dom}(H) = \{f \in L^2(\mathbb{R}) : f, f' \in AC([x_k, x_{k+1}]) \text{ for all } k \in \mathbb{Z}, f \text{ satisfies (2.9) and (2.10)}, f'' \in L^2(\mathbb{R})\}.
\]

Therefore, the maximal operator \(H\) describes \(\delta'\)-interactions at the points \(x_k\) with strengths \(\beta_k\) (see, e.g. [11]), that is, in this case the Hamiltonian \(H\) associated with \(\tau\) can be identified with the formal differential expression

\[
H = -\frac{d^2}{dx^2} + \sum_{k \in \mathbb{Z}} \beta_k (\cdot, \delta'_k)\delta'_k, \quad \delta'_k = \delta'(x - x_k).
\]

**Example 2.3** (\(\delta'\)-interaction on a Cantor-type set). Let \(\Sigma\) be a closed compact subset of \(\mathbb{R}\) of Lebesgue measure zero and pick a Borel measure \(\mu\) whose topological support is \(\Sigma\) (e.g. the measure associated with \(\Sigma\) considered as a time scale [11]). Following [5] (see also [11] §6), the Hamiltonian \(L\) with a \(\delta'\)-interaction of strength \(\beta \in L^1(\mathbb{R}, d\mu)\) on \(\Sigma\) is defined by \(Lf = -f''\) on functions \(f \in \text{dom}(L)\) which belong to \(W^{2,2}(\mathbb{R} \setminus \Sigma)\) and, moreover, admit the following integral representation

\[
f(x) - f(y) = \int_y^x f'(t)dt + \int_{[y,x]} g(t)d\mu(t), \quad f'(x) - f'(y) = \int_y^x f''(t)dt, \tag{2.13}
\]

where \(g \in L^1(\mathbb{R}, d\mu)\) such that

\[
g(x) = \beta(x)f'(x), \quad x \in \Sigma. \tag{2.14}
\]

Clearly, setting \(dv(x) = \beta(x)d\mu(x)\) as well as \(q \equiv 0\), we see that such an \(f\) is locally absolutely continuous with respect to \(dP\). Moreover, the second equality in (2.13) means that \(f^{[1]} = f'\) is locally absolutely continuous on \(\mathbb{R}\) and hence implies \(f \in \text{dom}(H)\). Therefore, the operator \(L\) coincides with the maximal operator \(H\).
3. Self-adjointness

It is known that the adjoint $H_{\min} := H^*$ of the maximal operator $H = H_{\max}$ defined in Section 2 is symmetric in $L^2(a,b)$; see [15, Theorem 4.4]. Moreover, $H_{\min}$ can be defined as the closure of the operator $H^0$ defined by $\tau$ on the domain

$$\text{dom}(H^0) := \text{dom}(H) \cap L_c^2(a,b),$$

where $L_c^2(a,b)$ denotes the space of square integrable functions with compact support. In order to describe the deficiency indices of $H_{\min}$ we need the following useful definition.

**Definition 3.1.** We say that $\tau$ is in the limit-circle (l.c.) case at $a$ (at $b$), if for each $z \in \mathbb{C}$ all solutions of $(\tau - z)u = 0$ lie in $L^2(a,b)$ near $a$ (near $b$). Furthermore, we say $\tau$ is in the limit-point (l.p.) case at $a$ (at $b$) if for each $z \in \mathbb{C}$ there is some solution of $(\tau - z)u = 0$ which does not lie in $L^2(a,b)$ near $a$ (near $b$).

At this point, let us mention that for every $z \in \mathbb{C}$ the differential equation $(\tau - z)u = 0$ admits precisely two linearly independent solutions; see [15, Section 3].

The next result is the extension of the classical Weyl classification of deficiency indices of the operator $H_{\min}$ (cf. [15, Theorem 5.2]).

**Theorem 3.2.** Each boundary point is either in the l.p. case or in the l.c. case. Moreover, the deficiency indices of the operator $H_{\min}$ are $(n,n)$, where $n \in \{0,1,2\}$ is the number of boundary points which are in the l.c. case. In particular, the maximal operator $H$ is self-adjoint if and only if both boundary points are in the l.p. case.

Theorem 3.2 provides a powerful tool to investigate the self-adjointness of the operator $H$. In particular, in the case when $q \in L^\infty(a,b) + L_c^1(a,b)$ we obtain the following simple self-adjointness criterion. Here $L^\infty(a,b)$ denotes the set of bounded measurable functions and $L_c^1(a,b)$ the integrable functions with compact support.

**Theorem 3.3.** If $q \in L^\infty(a,b) + L_c^1(a,b)$, then $H = H^*$ if and only if the following two conditions are satisfied:

(i) For some $c \in (a,b)$ we have $1 \notin L^2(a,c)$ or $P \notin L^2(a,c)$.

(ii) For some $c \in (a,b)$ we have $1 \notin L^2(c,b)$ or $P \notin L^2(c,b)$.

**Proof.** Since the self-adjointness is stable under bounded perturbations and perturbations with compact support do not change the behavior of solutions near the endpoints, it suffices to prove the claim for the case $q = 0$. However, in this case, the equation $\tau u = 0$ has the two linearly independent solutions

$$u_1(x) = 1 \quad \text{and} \quad u_2(x) = P(x) = x + \nu(x).$$

To complete the proof, it suffices to apply Theorem 3.2.

Clearly, we can also reformulate Theorem 3.3 as follows.

**Corollary 3.4.** If $q \in L^\infty(a,b) + L_c^1(a,b)$, then $H \neq H^*$ if and only if at least one of the following two conditions is satisfied:

(i) For some $c \in (a,b)$ we have $P \in L^2(a,c)$ and $a > -\infty$.

(ii) For some $c \in (a,b)$ we have $P \in L^2(c,b)$ and $b < +\infty$.

As an immediate consequence we obtain the following result.

**Corollary 3.5.** If $(a,b) = \mathbb{R}$ and $q \in L^\infty(\mathbb{R}) + L_c^1(\mathbb{R})$, then $H = H^*$.
Remark 3.6. Note that Corollary 3.5 implies the self-adjointness of the Hamiltonians discussed in Examples 2.2 and 2.3. In particular, the self-adjointness of the one in Example 2.3 was established in [12, Theorem 4.1]. In the case when \( \Sigma \) is a closed compact subset of \( \mathbb{R} \) of Lebesgue measure zero and \( \beta \in L^1(\mathbb{R}, d\mu) \), where \( \mu \) is a Radon measure on \( \Sigma \) (or equivalently \( d\nu(x) = \beta(x)d\mu(x) \) is a finite measure on \( \Sigma \)), the self-adjointness of the Hamiltonian in Example 2.3 was proved in [5] and [11]. Let us mention that Corollary 3.5 implies the self-adjointness of this Hamiltonian under Hypothesis 2.1

4. Lower semiboundedness

4.1. A Glazman–Povzner–Wienholtz type theorem. Let \( (a, b) = \mathbb{R}_+ \) and assume that \( \tau \) is regular at \( x = 0 \), i.e., \( q \in L^1(0, c) \) and \( |\nu|((0, c)) < \infty \) for all \( c > 0 \). Consider the restricted operator subject to the Dirichlet condition at \( x = 0 \):

\[
H_D = H \mid \text{dom}(H_D), \quad \text{dom}(H_D) = \{ f \in \text{dom}(H) : f(0) = 0 \},
\]

where \( H \) and \( \text{dom}(H) \) are given by (2.4).

Theorem 4.1. Let \( (a, b) = \mathbb{R}_+ \) and assume that the topological support \( \text{supp}(d\nu) = \Sigma \subset \mathbb{R}_+ \) satisfies at least one of the following conditions:

(i) \( \Sigma \) is bounded.

(ii) \( \Sigma \) has Lebesgue measure zero, \( |\Sigma| = 0 \).

(iii) \( \Sigma \) contains an infinite number of gaps near \( +\infty \) whose lengths do not tend to zero.

If the minimal operator \( H_{\min} = H^*_D \) acting in \( L^2(\mathbb{R}_+) \) is lower semibounded, then it is self-adjoint.

Proof. (i) If \( \Sigma \) is a bounded subset of \( \mathbb{R}_+ \), then the claim immediately follows from the classical Glazman–Povzner–Wienholtz theorem by employing the Glazman separation principle.

(ii) Assume that \( |\Sigma| = 0 \). Without loss of generality we can assume that \( H^*_D \geq I \).

If our differential equation was in the limit-circle case at \( +\infty \), then we could find a nontrivial square integrable solution \( u \) of \( \tau u = 0 \) with \( u(0) = 0 \). By our assumption on \( \Sigma \), for every \( n \in \mathbb{N} \) the set \( \Sigma_n := \Sigma \cap [n, n+1) \) is closed and \( |\Sigma_n| = 0 \). Therefore, fix \( \varepsilon \in (0, 1) \) and choose an open \( \varepsilon \)-neighborhood \( B_{\varepsilon}(\Sigma_n) \) of \( \Sigma_n \).

Now choose functions \( \varphi_n \in C^2(\mathbb{R}_+) \) such that

\[
0 \leq \varphi_n \leq 1, \quad -\frac{2}{1-\varepsilon} \leq \varphi_n' \leq 0
\]

\[
\varphi_n(x) = \begin{cases} 
1, & x \leq n, \\
0, & x \in [n+1, +\infty), 
\end{cases} \quad \varphi_n'(x) = 0 \quad \text{on} \quad B_{\varepsilon}(\Sigma_n),
\]

and introduce

\[
u_n(x) = u(x)\varphi_n(x), \quad x \in \mathbb{R}_+.
\]

Clearly, the support of \( \nu_n \) is contained in \([0, n+1] \). Let us show that \( \nu_n \in \text{dom}(H^*_D) \).

Firstly, note that \( \nu_n^{[1]}(x) = \varphi_n(x)\varphi_n(x) + u(x)\varphi_n'(x) \) since \( \varphi_n' = \varphi_n^{[1]} \) on \( \mathbb{R}_+ \). Therefore, \( \nu_n^{[1]} \in AC_{\text{loc}}(\mathbb{R}_+) \) since \( \varphi_n' \) vanishes on \( \Sigma \). Hence in order to show that \( \tau \nu_n \in L^2(\mathbb{R}_+) \), it suffices to note that \( \nu_n \) equals \( u \) near zero and vanishes near \( +\infty \).
Furthermore, noting that \( u \) is a solution of \( \tau u = 0, \varphi_n' = 0 \) for all \( x \notin (n,n+1) \), and \( u^{[1]}(x) = u'(x) \) for all \( x \in (n,n+1) \), we get

\[
(H_n, u_n) = \int_{\mathbb{R}^+} [-u_n^{[1]}]' + qu_n]u_n \, dx = -\int_{\mathbb{R}^+} [u^{[1]}]' \varphi_n' + u' \varphi_n' + u \varphi_n'']u \varphi_n \, dx
\]

\[
= -\int_n^{n+1} [2u' \varphi_n' + u \varphi_n'']u \varphi_n \, dx
\]

\[
= -\frac{1}{2} \int_n^{n+1} [(u^2)'(\varphi_n^2)' + 2u^2 \varphi_n'' \varphi_n'] \, dx = \int_n^{n+1} u^2 (\varphi_n')^2 \, dx.
\]

In summary we obtain

\[
\int_0^n u^2 \, dx \leq (u_n, u_n) \leq (H_n, u_n) \leq \frac{4}{(1-\varepsilon)^2} \int_n^{n+1} u^2 \, dx.
\]

Noting that \( u \in L^2(\mathbb{R}^+) \), inequality \((4.5)\) implies that \( u \equiv 0 \). This contradiction completes the proof.

(iii) By the assumption on \( \Sigma \) we can pick a sequence of points \( x_j \to \infty \) and a positive number \( \varepsilon > 0 \) such that \( (x_j, x_j + \varepsilon) \cap \Sigma = \emptyset \) for every \( j \in \mathbb{N} \). Now choose functions \( \varphi_j \in C^2(\mathbb{R}) \) such that

\[
0 \leq \varphi_j \leq 1, \quad \varphi_j(x) = \begin{cases} 1, & x \leq x_j, \\ 0, & x \geq x_j + \varepsilon, \end{cases} \quad -2/\varepsilon \leq \varphi_j' \leq 0,
\]

and introduce

\[
u_j(x) = u(x) \varphi_j(x), \quad x \in \mathbb{R}^+.
\]

Clearly, the support of \( u_j \) is contained in \([0, x_j + \varepsilon]\) and, moreover, \( u_j \in \text{dom}(H_\Sigma^*). \)

The rest of the proof is analogous to the proof of (ii) and we leave it to the reader.

\[
\square
\]

**Remark 4.2.**

(i) Note that Theorem 4.1 admits an obvious extension to whole line case.

(ii) In the case of \( \delta' \)-point interactions (that is, \( \Sigma \) is a discrete set) Theorem 4.1 was established in [1]. Note also that condition (ii) can be easily extended to the case \( |\Sigma| < \infty \) or, more generally, \( |\Sigma \cap [n,n+1]| \leq \varepsilon < 1 \) for all \( n \) large enough.

(iii) Similar results for Hamiltonians with \( \delta \)-type interactions can be found in [2] and [20].

### 4.2. The quadratic form.

Consider the following two forms in \( L^2(\mathbb{R}) \)

\[
\theta_0[f] = \int_\mathbb{R} [f^{[1]}]^2 \, dP(x), \quad q[f] = \int_\mathbb{R} q(x) |f|^2 \, dx,
\]

defined on the respective domains

\[
\text{dom}(\theta_0) = W^{1,2}_c(\mathbb{R}; dP) = \{ f \in L^2(\mathbb{R}) : f \in AC_{\text{loc}}(\mathbb{R}; dP), f^{[1]} \in L^2(\mathbb{R}; |dP|) \}
\]

and

\[
\text{dom}(q) = \{ f \in L^2(\mathbb{R}) : |q[f]| < \infty \}.
\]

Hereby, note that the form \( q \) is lower semibounded (and hence closed) if so is \( q \). Let us introduce the form \( \theta^0 \) as a form sum of the two forms \( \theta_0 \) and \( q \):

\[
\theta^0[f] = \theta_0[f] + q[f], \quad \text{dom}(\theta^0) = \text{dom}(\theta_0) \cap \text{dom}(q) = \text{dom}(\theta_0).
\]
The next result establishes a connection between the form $t^0$ and the operator $H$.

**Lemma 4.3.**

(i) If $f \in \text{dom}(H^0)$, then $f \in \text{dom}(t^0)$ with $(H^0 f, f) = t^0[f]$.

(ii) Assume additionally that $\Sigma$ satisfies at least one of the conditions (i)–(iii) of Theorem 4.1. If the form $t^0$ is lower semibounded, then it is closable and the operator associated with its closure $t = t^0$ coincides with the self-adjoint operator $H$.

**Proof.** (i) Let $f \in \text{dom}(H^0) = \text{dom}(H) \cap L^2_*(\mathbb{R})$ and integrate by parts to obtain

$$
(Hf, f) = (H^0 f, f) = \int_{\mathbb{R}} \tau f(x)\overline{f(x)}
$$

$$
= -\int_{\mathbb{R}} f(x) df^{[1]}(x) + q[f] = \int_{\mathbb{R}} f^{[1]}(x) df(x) + q[f]
$$

(4.12)

$$
= \int_{\mathbb{R}} |f^{[1]}(x)|^2 dP(x) + q[f] = t_0^0[f] + q[f] = t^0[f].
$$

(ii) If the form $t^0$ is lower semibounded, then (i) implies that so is the operator $H^0$ and the form $t^0$ is closable. Thus $H^0$ is essentially self-adjoint by Theorem 4.1 (see also Remark 4.4 (i)). To complete the proof of (ii) it remains to note that $\text{dom}(H^0)$ is a core for $t = t^0$. □

**Remark 4.4.** If $d\nu$ is a discrete measure $d\nu(x) = \sum_{k=1}^{\infty} \beta_k \delta(x - x_k)$, then

$$
\int_{\mathbb{R}} |f^{[1]}|^2 d\nu(x) = \sum_{k=1}^{\infty} \beta_k |f'(x_k)|^2 = \sum_{k=1}^{\infty} \frac{|f(x_k^+)-f(x_k^-)|^2}{\beta_k}.
$$

(4.13)

Moreover, in this case the domain of $t$ is $W^{1,2}(\mathbb{R}\setminus X)$, where $X = \{x_k\}_{k=1}^{\infty}$. Using this form, the spectral properties (discreteness of the spectrum, essential spectrum, etc.) of the corresponding lower semibounded Hamiltonian $H = H_{X,\beta,q}$ were studied in great detail in [34].

### 5. Negative spectrum

Let us recall the following fact, known as the Hahn decomposition (cf. [9, Section 3.1]): For any signed Borel measure $d\nu$ there are two disjoint Borel sets $\Omega_+, \Omega_-$ such that $(a, b) = \Omega_+ \cup \Omega_-$ and for any Borel set $E_+ \subseteq \Omega_+$ it holds that $\pm d\nu(E_+) \geq 0$. Moreover, if $(a, b) = \Omega_+ \cup \Omega_-$ is another decomposition with this property, then $\Omega_+$ and $\Omega_-$ differ at most in a set of $|d\nu|$-measure zero. This decomposition is called the Hahn decomposition and for each Borel set $E \subseteq (a, b)$ we set

$$
d\nu_\pm(E) = d\nu(E \cap \Omega_\pm).
$$

(5.1)

Hereby, notice that

$$
d\nu(E) = d\nu_+(E) + d\nu_-(E),
$$

(5.2)

which is called the Jordan decomposition of $d\nu$. The measures $d\nu_+$ and $d\nu_-$ are called the positive and the negative part of $d\nu$, respectively. Finally, we introduce the following two quantities

$$
\kappa_-(d\nu) = \begin{cases}
\#\text{supp}(d\nu_-), & \text{d}\nu_- \text{ is pure point}, \\
\infty, & \text{otherwise},
\end{cases}
$$

(5.3)

and for $H = H^*$

$$
\kappa_-(H) = \dim \text{ran}(\chi_{(-\infty, 0)}(H)).
$$

(5.4)
Note that $\kappa_-(H)$ is the number of negative eigenvalues of $H$ if $\kappa_-(H)$ is finite.

We are now in the position to formulate the main result of this section.

**Theorem 5.1.** Let $q \equiv 0$ and $d\nu$ be a signed Borel measure on $\mathbb{R}$ which is singular with respect to the Lebesgue measure. If $H$ is the corresponding self-adjoint operator in $L^2(\mathbb{R})$, then

$$\kappa_-(H) = \kappa_-(d\nu).$$

**Proof.** Firstly, assume that $\kappa_-(d\nu)$ is finite. This means that we may choose $\Sigma_- = \{x_k\}_{k=1}^N$, where $N = \kappa_-(d\nu) < \infty$. In particular, this implies that the Hamiltonian $H$ and hence the form $t$ are lower semibounded. Moreover, each $f \in \text{dom}(H)$ satisfies the following jump condition at $x_k$:

$$f'(x_k^+) = f'(x_k^-), \quad f(x_k^+) - f(x_k^-) = \beta_k f'(x_k),$$

where $\beta_k = \nu(\{x_k\}) < 0$.

Choose $\varepsilon_k = N|\beta_k| > 0$ and define the following functions

$$f_k^{[1]}(x) = \begin{cases} 1, & x = x_k, \\ \frac{1}{\varepsilon_k}, & x \in (x_k, x_k + \varepsilon_k) \setminus \Sigma, \\ 0, & x \in \Sigma \setminus \{x_k\}, \\ 0, & x \in \mathbb{R} \setminus [x_k, x_k + \varepsilon_k], \end{cases}$$

for $k \in \{1, \ldots, N\}$. Note that the functions

$$f_k(x) = \int_{x_k- \varepsilon_k}^{x} f_k^{[1]}(t)dP(t) = \begin{cases} 0, & x \in \mathbb{R} \setminus (x_k, x_k + \varepsilon_k], \\ \frac{1}{\varepsilon_k}(x - x_k - \varepsilon_k), & x \in (x_k, x_k + \varepsilon_k], \end{cases}$$

belong to $W^{1,2}(\mathbb{R}; |dP|) \cap L^2_c(\mathbb{R})$ and hence also to dom$(t)$. Moreover, for an arbitrary linear combination $f = \sum_{k=1}^N c_k f_k$ (with $c_k \in \mathbb{C}$), we get

$$t[f] = \int_{\mathbb{R}} \sum_{k=1}^N \frac{1}{N} c_k \chi_{(x_k, x_k + \varepsilon_k)}(x) \left| dx + \sum_{k=1}^N \beta_k |c_k|^2 \\ < N \sum_{k=1}^N \frac{1}{N^2} \int_{x_k}^{x_k + N|\beta_k|} |c_k|^2 dx - \sum_{k=1}^N |\beta_k||c_k|^2 = 0.$$
This, in particular, implies that there is a sequence \( \{\Omega_k\}_{k=1}^{\infty} \) of bounded subsets of \( \Sigma_{\min} \) such that
\[
\Omega_k \subseteq \Sigma_{\min}, \quad d\nu_-(\Omega_k) < 0, \quad |\Omega_k| = 0, \quad \Omega_i \cap \Omega_j = \emptyset, \quad i \neq j. \tag{5.10}
\]
Let also \( \Omega_k \subseteq [x_k, y_k] \subseteq \mathbb{R} \) for every \( k \in \mathbb{N} \).

Let \( N \in \mathbb{N} \). Set \( \varepsilon_k = N|\beta_k| \), where \( \beta_k = d\nu(\Omega_k) = d\nu_-(\Omega_k) < 0 \) and define the functions
\[
f_k(x) = \int_{x_{k-1}}^{x} f_k^{[1]}(t) dP(t), \quad x \in \mathbb{R},
\]
for every \( k \in \mathbb{N} \), where
\[
f_k^{[1]}(x) = \begin{cases} 
1, & x \in \Omega_k, \\
\frac{1}{N}, & x \in (y_k, y_k + \varepsilon_k) \setminus \Sigma_{\min}, \\
0, & x \in \Sigma_{\min} \cap (y_k, y_k + \varepsilon_k), \\
0, & x \notin \Omega_k \cup (y_k, y_k + \varepsilon_k).
\end{cases}
\]
Clearly, \( f_k \in W^{1,2}(\mathbb{R}, |dP|) \cap L^2(\mathbb{R}) \) and hence also \( f_k \in \text{dom}(t) \). Next, for any finite sequence \( \{c_k\}_{k=1}^{N} \) set \( f = \sum_{k=1}^{N} c_k f_k \). As in the first part of the proof, we get
\[
t[f] = \int_{\mathbb{R}} \left| \sum_{k=1}^{N} \frac{c_k}{N} \chi_{(y_k, y_k + \varepsilon_k)}(x) \right|^2 dx + \sum_{k=1}^{N} |\beta_k| |c_k|^2
\tag{5.13}
\leq \frac{1}{N} \sum_{k=1}^{N} \int_{y_k}^{y_k + N|\beta_k|} |c_k|^2 dx - \sum_{k=1}^{N} |\beta_k| |c_k|^2 = 0
\]
and hence \( \kappa_- (H) \geq N \) and since \( N \in \mathbb{N} \) is arbitrary we get \( \kappa_- (H) = \infty \).

**Remark 5.2.** In the case of \( \delta' \)-point interactions, Theorem 5.1 was established in [22] and [32] (see also [33] and [37] for further details). Let us also mention that under additional restrictive assumptions on \( \Sigma \), Theorem 5.1 was established in [11] by employing a different approach.

**Remark 5.3.** In the case of a Schrödinger operator with \( \delta \)-interactions, the problem of estimating the number of negative eigenvalues is rather nontrivial, even in the case of finitely many point interactions. For further details we refer to, e.g., [3], [4], [22], [31], [33], and [38].

Using Theorem 5.1 we can easily prove the following statement.

**Corollary 5.4.** In addition to the assumptions of Theorem 5.1, suppose that \( \Sigma_- \) is a bounded subset of \( \mathbb{R} \). Then the operator \( H \) is lower semibounded if and only if \( \Sigma_- \) can be chosen finite. Moreover, if \( \Sigma_- \) is infinite, then the negative part of the spectrum of \( H \) is discrete.

**Proof.** Since \( \Sigma \) is bounded, there is a bounded interval \((c, d)\) such that \( \Sigma \subseteq (c, d) \). Arguing as in the proof of Theorem 4.1 the operator \( H \) is a rank two perturbation (in the resolvent sense) of the orthogonal sum \( H_{(\Sigma_-, c)} \oplus H_{(c, d)} \oplus H_{(d, \infty)} \) of restricted operators with Dirichlet boundary conditions at their endpoints. Note that the operators \( H_{(\Sigma_-, c)} \) and \( H_{(d, \infty)} \) are nonnegative. Moreover, the spectrum of the operator \( H_{(c, d)} \) is discrete by [13] Corollary 8.2). We can show that the negative spectrum of \( H_{(c, d)} \) is finite if and only if \( \Sigma_- \) can be chosen finite (in order to show
this one needs to consider a new measure \( \tilde{\nu} \) which coincide with \( d\nu \) on \((c,d)\) and equals 0 on \( \mathbb{R} \setminus (c,d) \) and then to apply Theorem 5.1. Otherwise, the negative spectrum of \( H_{(c,d)} \) is unbounded from below since it is discrete. Finally, noting that these spectral properties are stable under finite rank perturbations, the claim follows.

\[ \square \]

**Remark 5.5.** Using another approach, Corollary 5.4 was established in [11] under the additional assumptions that \( \Sigma \) is a compact subset of \( \mathbb{R} \) of Lebesgue measure zero.

**Corollary 5.6.** If the operator \( H \) is lower semibounded, then the negative part \( d\nu_- \) of \( d\nu \) is a discrete measure.

**Proof.** Assume that \( d\nu_- \) is not discrete. Then there is a finite subinterval \((c,d)\subset\mathbb{R}\) such that \( \#((c,d)\cap\Sigma_-) = \infty \). The operator \( H \) can be considered as a rank two perturbation of the orthogonal sum \( H_{(-\infty,c)} \oplus H_{(c,d)} \oplus H_{(d,\infty)} \) of restricted operators with Dirichlet boundary conditions at their endpoints. Arguing as in the proof of Corollary 5.4 we can show that the operator \( H_{(c,d)} \) is not bounded from below since its spectrum is discrete and \( \kappa_-(H_{(c,d)}) = \#((c,d)\cap\Sigma_-) = \infty \). Since lower semiboundedness is stable under finite rank perturbations, we conclude that \( H \) is unbounded from below.

\[ \square \]

**Remark 5.7.** If \( \kappa_-(d\nu) = \infty \), then one may try to prove Theorem 5.1 by approximating the form \( t \) associated with the Hamiltonian \( H \) by forms \( t_n \), \( n \in \mathbb{N} \), such that \( \kappa_-(t_n) = \kappa_-(d\nu_n) = n \) and the corresponding measures \( d\nu_n \) converge weakly-* to \( d\nu \). This proof clearly works in the case when \( t \) is lower semibounded and the negative part \( d\nu_- \) of \( d\nu \) is discrete. However, if the negative part \( d\nu_- \) has a non-trivial singular continuous component, then the latter is no longer true. First of all, for the form domains we get \( \text{dom}(t_n) \nsubseteq \text{dom}(t) \) and, moreover, the test functions (5.8), (5.7) do not belong to \( \text{dom}(t) \) since the functions from \( \text{dom}(t) \) are continuous on \( \Sigma_- \). On the other hand, by Corollary 5.6 the Hamiltonian \( H \) is not lower semibounded in this case and hence we cannot deduce the information about \( \kappa_-(H) \) from \( \kappa_-(d\nu) \).

### 6. Approximation by Hamiltonians with smooth coefficients

In this section we restrict our considerations to the regular case, that is, when \((a,b)\) is bounded, the measure \(|d\nu|\) is finite and the function \( q \) is integrable. Moreover, for simplicity we will assume that our interval is the unit interval \((0,1)\). We consider the operator \( H_D \), which is the restriction of the maximal operator \( H \) subject to Dirichlet boundary conditions,

\[
H_D f = \tau f, \quad \text{dom}(H_D) = \{f \in L^2(0,1) : f \in \mathcal{D}_{\text{max}}, f(0) = f(1) = 0\}. \tag{6.1}
\]

It follows from [15] Section 7] that the operator \( H_D \) is self-adjoint.

**Theorem 6.1.** Let \( \{d\nu_k\}_{k=1}^\infty \) be a sequence of finite measures on \((0,1)\).

(i) If \( d\nu_k \) converges to \( d\nu \) in a weak-* topology, such that for all \( f \in C[0,1] \)

\[
\int_{(0,1)} f(t)d\nu_k(t) \to \int_{(0,1)} f(t)d\nu(t), \quad k \to \infty, \tag{6.2}
\]
then there is a subsequence \( \{d\nu_{k(j)}\}_{j=1}^{\infty} \) such that the corresponding operators \( H_{D,k(j)} \) (with the same potential \( q \)) converge to \( H_D \) in the norm resolvent sense.

(ii) If, in addition, \( dv \) and all \( d\nu_k \) are nonnegative measures satisfying \( (6.2) \) for all \( f \in C[0,1] \), then the corresponding operators \( H_{D,k} \) converge to \( H_D \) in the norm resolvent sense and, moreover, for all \( n \in \mathbb{N} \)

\[
\lambda_n(k) \to \lambda_n, \quad k \to \infty.
\] 

Proof. The resolvent of \( H_{D,k} \) admits the representation (cf. [15] Section 8))

\[
R_k(z)f(x) := (H_{D,k} - z)^{-1}f(x) = \int_{0}^{1} G_k(x,t;z) f(t) \, dt, \quad x \in (0,1),
\]

\[
G_k(x,t;z) = \frac{1}{\psi_k(z,0)} \begin{cases} 
\phi_k(z,t)\psi_k(z,x), & t \leq x, \\
\phi_k(z,x)\psi_k(z,t), & t \geq x.
\end{cases}
\] 

Here \( \phi_k(z,\cdot) \) and \( \psi_k(z,\cdot) \) are the solutions of \((\tau_k - z)u = 0\) with the initial conditions \( \phi_k(z,0) = \psi_k(z,1) = 0 \) and \( \phi_k^{[1]}(z,0) = \psi_k^{[1]}(z,1) = 1 \).

Assume for simplicity that \( q \equiv 0 \) and

\[
P(1) - P(0) = 1 + \nu(1) - \nu(0) \neq 0.
\] 

The latter means that \( 0 \in \rho(H_D) \) since \( \phi(0,x) = P(x) - P(0) \) as well as \( \psi(0,x) = P(x) - P(1) \) and hence \( W(\phi,\psi)(0) = P(1) - P(0) \neq 0 \). Without loss of generality, we can assume that \( 1 + \nu_k(1) - \nu_k(0) \neq 0 \) since \( \lim_k \nu_k(1) - \nu_k(0) = \nu(1) - \nu(0) \) due to \( (6.2) \). Therefore, the inverse of \( H_{D,k} \) is given by \( (6.4) \) with \( P_k \) in place of \( P \).

Furthermore, from \( (6.2) \) we conclude that there is a subsequence \( P_j \) such that \( P_j(x) \to P(x) \) for all but countably many \( x \in [0,1] \) (see [10] 8.1.8 Proposition). As a consequence, the respective Green’s functions \( G_j(\cdot,\cdot;0) \) converge to \( G(\cdot,\cdot;0) \) almost everywhere. Since the Green’s functions are uniformly bounded, we furthermore conclude that \( R_j(0) \) converges to \( R(0) \) in norm, which proves (i).

Now if all our measures are nonnegative, then the distribution functions \( \nu_k \) converge pointwise to the distribution function \( \nu \) at each point of continuity of \( \nu \). Arguing as in the proof of (i), we conclude that the resolvents \( R_k(z) \) of \( H_{D,k} \) converge in norm to the resolvent \( R(z) \) of \( H_D \). In order to prove \( (6.3) \), it suffices to note that the operators \( H_{D,k} \), \( k \in \mathbb{N} \) and \( H_D \) are nonnegative and their spectra are purely discrete. \( \square \)

Corollary 6.2. Let \( dv \) be a finite signed measure on \((0,1)\) which is singular with respect to the Lebesgue measure and \( H_D \) be the corresponding self-adjoint operator in \( L^2(0,1) \). Then there is a sequence of measures \( \{d\nu_k\}_{k=1}^{\infty} \) such that

\[
d\nu_k(x) = \sum_{i=1}^{N_k} \beta_{k,i}\delta(x - x_{k,i}), \quad N_k < \infty,
\] 

and the corresponding operators \( H_{D,k} \) converge in the norm resolvent sense to the operator \( H_D \).

Proof. It suffices to note (cf. [10] 8.1.6 Example) that any finite signed measure \( dv \) can be approximated in a weak-* sense by measures of the form \( (6.6) \). Now Theorem 6.1(i) completes the proof. \( \square \)
Remark 6.3. Choose for simplicity $d\nu(x) = -\delta(x)$. It is well known [11] (see also [31]) that the corresponding operator has precisely one negative eigenvalue.

One can approximate the measure $d\nu$ in the weak-$*$ sense by nonpositive absolutely continuous measures $d\nu_k$, i.e., $d\nu_k(x) = p_k(x)dx$. Moreover, by Theorem 6.1 (i), we can assume that the corresponding operators $H_{D,k}$ converge to $H_D$ in the norm resolvent sense. Notice that the negative spectrum of $H_{D,k}$ consists of infinitely many eigenvalues which accumulate at $-\infty$. Since $\sigma(H_{D,k}) \to \sigma(H_D)$ as $k \to \infty$, all negative eigenvalues of $H_{D,k}$ go to $-\infty$ as $k \to \infty$.

Note that on $\mathbb{R}$ we have at least strong resolvent convergence:

Corollary 6.4. Suppose $(a, b) = \mathbb{R}$ and $\tau$ is in the limit-point case at both endpoints. Let $d\nu_k$ and $q_k$ be the quantities $d\nu$ and $q$ restricted to $[-k, k]$. Then the corresponding operators $H_{D,k}$ converge in the strong resolvent sense to the operator $H_D$.

Proof. Due to our limit-point assumption the functions in $\mathcal{D}_\text{max} \cap L^2_x(\mathbb{R})$ are a core for $H_D$. But for every $f \in \mathcal{D}_\text{max} \cap L^2_x(\mathbb{R})$ we have $\lim_{k \to \infty} \tau_k f = \tau f$ and the claim follows from [11] Lemma 6.36. □

Note that we could also replace $H_{D,k}$ in the previous corollary by the restriction of $H_D$ to $[-k, k]$ with a (say) Dirichlet boundary condition at both endpoints and still have (generalized) strong resolvent convergence. Moreover, combining the previous results shows that we can approximate $H_D$ by ones with smooth coefficients with (generalized) strong resolvent sense.

7. Spectral asymptotics

The main aim of this section is to investigate spectral asymptotics of Hamiltonians with $\delta'$-interactions. Throughout this section we will always assume that $\tau$ is regular at the left endpoint $a$, that is, $a > -\infty$ and for some $c \in (a, b)$ we have $|d\nu((a, c))| < \infty$ and $q \in L^1(a, c)$. For notational convenience we also set $P(x) = x - a + \nu(x)$ and $\nu(x) = \int_{[a, x]} d\nu(t)$, $x \in (a, b)$.

7.1. Eigenvalue asymptotics. We begin with the following result, which provides weak eigenvalue asymptotics in the regular case.

Lemma 7.1. Let $\tau$ be regular, that is, the interval $(a, b)$ is bounded, $|d\nu|$ is a finite measure on $(a, b)$ and $q \in L^1(a, b)$. Then the operator $H_D$ (cf. Section 3) has purely discrete spectrum and its eigenvalues satisfy

$$N(t) = \begin{cases} \frac{b-a}{\pi} \sqrt{t} + o(\sqrt{t}), & t \to +\infty, \\ o(\sqrt{|t|}), & t \to -\infty. \end{cases}$$

(7.1)

Here $N(t)$ denotes the number of eigenvalues of $H_D$ between zero and $t$.

Proof. To prove the result, it suffices to apply [7] Theorem 7.3]. Indeed, since $P(x) = x + \nu(x)$, where $d\nu$ is a singular measure, we immediately obtain (7.1). □

Corollary 7.2. If $\tau$ is regular, then the eigenvalues of the operator $H_D$ satisfy

$$\frac{n}{\sqrt{\lambda_n}} \to \begin{cases} \frac{b-a}{\pi}, & n \to +\infty, \\ 0, & n \to -\infty, \end{cases}$$

(7.2)

where the second limit is void in the case when $H_D$ is lower semibounded.
Proof. The claim follows by applying Lemma 7.1 and using the identity
\[
\lim_{t \to \pm \infty} \frac{N(t)}{\sqrt{t}} = \lim_{n \to \pm \infty} \frac{n}{\sqrt{\lambda_n}}. \tag{7.3}
\]
□

7.2. Asymptotics of \(m\)-functions. Let \(m\) be the \(m\)-function corresponding to the Neumann boundary condition at \(a\) (for details we refer to [7] and [15]).

Definition 7.3. Introduce the functions
\[
\tilde{P}(x) = \sup_{a \leq s \leq t \leq x} \left| \int_{[s,t)} dP \right|, \quad \tilde{Q}(x) = \int_a^x |q(t)| dt, \tag{7.4}
\]
and define \(f : \mathbb{R}_+ \to \mathbb{R}_+\) as the generalized inverse of the function
\[
F(x) = x \cdot \tilde{P}^{-1}(x), \quad x \in (a,b), \tag{7.5}
\]
where \(\tilde{P}^{-1}\) is the generalized inverse of \(P\).

We start with the magnitude estimate for \(m\).

Lemma 7.4. Assume that \(\tau\) is regular at \(a\) and that \(\Sigma = \text{supp}(d\nu)\) is a closed subset of \((a,b)\) of Lebesgue measure zero.

(i) Fix \(z \in \mathbb{C}_+\) and let \(c \in (a,b)\) be the largest number such that
\[
\tilde{P}(c) (|z| W(c) + \tilde{Q}(c)) \leq \frac{1}{5}. \tag{7.6}
\]

Then
\[
|m(z)| \leq \frac{22}{9} \frac{1}{(c - a)|\text{Im} \, z|}. \tag{7.7}
\]

(ii) For all sufficiently large \(z \in \mathbb{C}_+\) the following estimate holds true
\[
|m(z)| \leq 13 \frac{f(|z|)}{|\sin(\arg z)|}. \tag{7.8}
\]

(iii) Assume that there is a constant \(A > 0\) such that
\[
\int_a^x \tilde{P}(t)^2 dt \leq A^2 \int_a^x P(t)^2 dt, \quad x \in (a,b). \tag{7.9}
\]

Then
\[
|m(z)| \geq C |\sin(\arg z)| f(|z|) \tag{7.10}
\]
for some constant \(C > 0\) and all sufficiently large \(z\).

Proof. The proof follows from [7, Theorem 3.3]. We only need to notice that \(\tilde{P}(x) > 0\) for all \(x \in (a,b)\) since \(P(x) = x + \nu(x)\), where \(d\nu\) is singular and its support \(\text{supp}(d\nu) = \Sigma = \Sigma\) has Lebesgue measure zero.

□

Next, we can specify the magnitude estimates by obtaining one term asymptotics for \(m\) under additional assumptions on \(\nu\). For definitions and properties of regularly varying functions (in the sense of Karamata) we refer to [30].
Theorem 7.5. Assume that $P(x) \sim \tilde{P}(x)$ as $x \to a$. If $P$ is a regularly varying function at $x = a$ of order $\alpha \in [0,1]$, then

$$m(r\mu) = C_\alpha(-\mu)^{-\frac{\alpha}{1+\alpha}} f(r)(1 + o(1)), \quad r \to \infty,$$

where

$$C_\alpha = \begin{cases} \alpha \frac{1}{1+\alpha} \Gamma\left(\frac{1+\alpha}{2}\right) f(\sqrt{\alpha}), & \alpha \in (0,1], \\ 1, & \alpha = 0. \end{cases}$$

(7.12)

The estimate holds uniformly for $\mu$ in any compact subset of $\mathbb{C}_+$. Moreover, the corresponding spectral function $\rho$ satisfies

$$\rho(t) = \begin{cases} \frac{1+\alpha}{\pi} \sin\left(\frac{\pi}{1+\alpha}\right) C_\alpha tf(t)(1 + o(1)), & \alpha \in (0,1], \\ o(tf(t)), & \alpha = 0, \end{cases} \quad t \to +\infty,$$

and

$$\rho(t) = o(tf(t)), \quad t \to -\infty.$$  

(7.14)

Proof. The proof follows from [7, Theorems 4.3 and 7.1]. □

Corollary 7.6. If $a \notin \text{supp}(dv)$, then

$$m(z) = \frac{1}{\sqrt{-z}}(1 + o(1)), \quad |z| \to \infty,$$

(7.15)

and the estimate holds uniformly for $z$ in any nonreal sector of $\mathbb{C}_+$. Moreover, the corresponding spectral function satisfies

$$\rho(t) = \frac{2}{\pi} \sqrt{t}(1 + o(1)), \quad t \to +\infty.$$  

(7.16)

Proof. Since $a \notin \text{supp}(dv)$, $P(x) = \tilde{P}(x) = x$ on $(a,a+\varepsilon)$ and hence, applying Theorem 7.5 with $\alpha = 1$ completes the proof. □

Corollary 7.7. Let $(a,b) = \mathbb{R}_+$ and $H$ be the Hamiltonian with $\delta'$-interactions on the set $X = \{x_k\}_{k=1}^\infty$ with $x_k \uparrow +\infty$. Then the Neumann $m$-function and the corresponding spectral function satisfy (7.15) and (7.16), respectively.

Proof. The proof follows from Corollary 7.6 since $(0,x_1) \cap X = \emptyset$. □

The next result shows that the asymptotic behavior of the $m$-function at $\infty$ is determined by the asymptotic behavior of a singular measure $dv$ at $x = a$.

Corollary 7.8. Let $\nu$ be a regularly varying function at $x = a$ of order $\alpha \in [0,1]$. Then the corresponding $m$-function satisfies (7.11).

Proof. Since $\nu$ varies regularly at $a$, we conclude that (see [30])

$$\nu(x + a) = x^\alpha g(x),$$

(7.17)

where $g$ varies slowly at $x = 0$. In particular, for any $\varepsilon > 0$ we get $x^\varepsilon = o(g(x))$ as $x \to +0$. Noting that $P(x) = x - a + \nu(x)$, we get

$$\frac{P(tx + a)}{P(x + a)} = \frac{tx + (tx)^\alpha g(tx)}{x + x^\alpha g(x)} = t^\alpha g(x) \frac{1 + (g(tx))^{-1}(tx)^{1-\alpha}}{g(x) \frac{1 + (g(x))^{-1}x^{1-\alpha}}}, \quad x \to +0,$$

(7.18)

as $x \to +0$. Therefore, $P$ is a regularly varying function of order $\alpha$ and Theorem 7.5 completes the proof. □
Remark 7.9. Note that a $\delta'$-interaction on a set $\Sigma$ can be described by the following differential expression

$$-\frac{d^2}{dx^2} + dQ(x),$$

where $dQ$ is a signed Borel measure supported on $\Sigma$. A first rigorous treatment of (7.19) as a quasi-differential expression was done by Savchuk and Shkalikov in [39, 40] (see also [8, 15, 33]). Moreover, it was shown in [39, Theorem 4] that the eigenvalues of the Dirichlet realization of (7.19) in $L^2(a,b)$ in the regular case admit the classical Weyl asymptotics

$$\sqrt{\lambda_n} \sim \frac{\pi}{b-a} n, \quad n \to \infty.$$  

(7.20)

Therefore, the eigenvalues of Hamiltonians with $\delta$- and $\delta'$-interactions on $\Sigma$ have the same asymptotic behavior.

However, it follows from [7] that the corresponding Neumann $m$-function $m_Q$ has the following high energy behavior

$$m_Q(z) = 1 - \frac{1}{\sqrt{-z}} (1 + o(1)), \quad |z| \to \infty,$$  

(7.21)

in any nonreal sector. This shows that in contrast to the case of a $\delta'$-interaction on $\Sigma$, the leading term of $m_Q$ at high energies does not depend on $Q$.

8. Hamiltonians with discrete spectrum

In this section we are going to study the discreteness of the spectrum of Hamiltonians with $\delta'$-interactions. More precisely, we want to extend the results from [34], where Hamiltonians with $\delta'$-interactions on discrete sets were studied, to the case of $\delta'$-interactions on Cantor-type sets.

Let $\Sigma = \Sigma(\nu)$ be the (closed) topological support of the measure $d\nu$. Throughout this section, we shall assume that $\Sigma$ has Lebesgue measure zero, $|\Sigma| = 0$. Furthermore, if it is not stated explicitly, we always assume that $(a, b) = \mathbb{R}_+$ and that $\Sigma$ is unbounded from above.

8.1. Semibounded Neumann realizations. Since $\Sigma$ is closed, its complement $\Sigma^c$ admits a decomposition

$$\Sigma^c = \mathbb{R}_+ \setminus \Sigma = \bigcup_{k=1}^{\infty} \Delta_k, \quad \Delta_k = (a_k, b_k), \quad \Delta_i \cap \Delta_j = \emptyset, \quad i \neq j.$$  

(8.1)

If $\Sigma$ is not discrete, then there is no natural order to arrange the component intervals $\Delta_k$. However, on every interval $\Delta_k$ the differential expression $\tau$ coincides with the usual Sturm–Liouville expression $\tau_q = -\frac{d^2}{dx^2} + q(x)$ and we denote by $H_{q,k}^N$ the Neumann realization of $\tau_q$ in $L^2(\Delta_k)$.

$$H_{q,k}^N f := \tau_q f = -f'' + q(x)f, \quad f \in \text{dom}(H_{q,k}^N),$$

$$\text{dom}(H_{q,k}^N) = \{ f \in W^{2,1}(\Delta_k) : f'(a_k) = f'(b_k) = 0, \tau_q f \in L^2(\Delta_k) \}.$$  

(8.2)

Since $q \in L^1(\Delta_k)$, the operator $H_{q,k}^N$ is self-adjoint in $L^2(\Delta_k)$. Consider the following operator in $L^2(\mathbb{R}_+)$

$$H_{\Sigma,q}^N := \bigoplus_{k \in \mathbb{N}} H_{q,k}^N, \quad \text{dom}(H_{\Sigma,q}^N) = \bigoplus_{k \in \mathbb{N}} \text{dom}(H_{q,k}^N).$$  

(8.3)
Since $|\Sigma| = 0$, the operator $H^N_{\Sigma,q}$ is densely defined in $L^2(\mathbb{R}_+)$ and moreover, it is self-adjoint. Note that the operators $H^N_{q,k}$ are lower semibounded in $L^2(\Delta_k)$. The corresponding form is given by

$$t_{q,k}[f] = \int_{\Delta_k} |f'|^2 + q(x)|f|^2 \, dx, \quad \text{dom}(t_{q,k}) = W^{1,2}(\Delta_k).$$  \hspace{1cm} (8.4)

With respect to the decomposition $L^2(\mathbb{R}_+) = \bigoplus_{k=1}^{\infty} L^2(\Delta_k)$, introduce the form

$$t_{\Sigma,q} := \bigoplus_{k=1}^{\infty} t_{q,k}. \hspace{1cm} (8.5)$$

This form is lower semibounded (and hence closed) if and only if the forms $t_{q,k}$ have a finite uniform lower bound, i.e., there is a constant $C > 0$ such that

$$\forall f \in W^{1,2}(\Delta_k), \quad t_{q,k}[f] \geq -C\|f\|_{L^2(\Delta_k)}^2$$

for all $f \in W^{1,2}(\Delta_k)$, $k \in \mathbb{N}$. \hspace{1cm} (8.6)

In particular, the latter holds true if $q$ is lower semibounded on $\mathbb{R}_+$. If the quadratic form $t_{\Sigma,q}$ is lower semibounded, then being a direct sum of closed (semibounded) quadratic forms, it is also closed. Moreover, the self-adjoint operator associated with $t_{\Sigma,q}$ is $H^N_{\Sigma,q}$ given by (8.3). Assuming (8.6), we equip $\text{dom}(t_{\Sigma,q})$ with the norm

$$\|f\|_{\tilde{H}^2_{\Sigma,q}}^2 := \sum_{k=1}^{\infty} t_{q,k}[f] + (C + 1)\|f\|_{L^2(\mathbb{R}_+)}^2, \quad f \in \text{dom}(t_{\Sigma,q}),$$

and denote by $\tilde{H}^2_{\Sigma,q}$ the corresponding (energy) Hilbert space.

**Lemma 8.1.** Let $q \in L^1_{loc}(\mathbb{R}_+)$ and assume that the form $t_{\Sigma,q}$ is lower semibounded, i.e., (8.6) holds. Then:

(i) The series (8.5) converges unconditionally and

$$t_{\Sigma,q}[f] = \sum_{k=1}^{\infty} t_{q,k}[f] = \int_{\mathbb{R}_+} |f'|^2 + q(x)|f|^2 \, dx$$

for all $f \in \text{dom}(t_{\Sigma,q})$, that is, the sum does not depend on the choice of the order of the component intervals.

(ii) For any order of the component intervals $\{\Delta_k\}_{k \in \mathbb{N}}$, the corresponding energy space $\tilde{H}^2_{\Sigma,q}$ is given by

$$\tilde{H}^2_{\Sigma,q} = \left\{ f \in W^{1,2}_{1,\text{loc}}(\Sigma^c) : \lim_{n \to \infty} \int_{\Sigma^c_n} |f'|^2 + q(x)|f|^2 \, dx < \infty \right\},$$

where $\Sigma^c_n := \bigcup_{k=1}^{n} \Delta_k$.

**Proof.** (i) Condition (8.6) implies that for any permutation of the series (8.8) its sum does not take values from the interval $(-\infty, a)$ where $a = -C\|f\|_{L^2(\mathbb{R}_+)}^2$. Therefore, by the Riemann rearrangement theorem, the series (8.8) converges absolutely.

(ii) By (i) the limit in (8.9) does not depend on the order of the component intervals $\Delta_k$. \hspace{1cm} $\Box$

Our next aim is to consider the form $t_{\Sigma,q}$ as a perturbation of the form $t_{\Sigma} := t_{\Sigma,0}$,

$$t_{\Sigma}[f] = \sum_{k=1}^{\infty} \int_{\Delta_k} |f'|^2 \, dx = \int_{\mathbb{R}_+} |f'|^2 \, dx, \quad \text{dom}(t_{\Sigma}) = W^{1,2}(\Sigma^c),$$

\hspace{1cm} (8.10)
where we use the following notation
\[ W^{1,2}(Σ^c) = W^{1,2}(\mathbb{R}_+ \setminus Σ) := \bigoplus_{k=1}^\infty W^{1,2}(Δ_k). \] (8.11)

Note that \( t_Σ \) is nonnegative and closed, and hence by Lemma 8.1, the definition (8.11) does not depend on the order of the component intervals.

Next, consider the following quadratic form in \( L^2(\mathbb{R}_+) \)
\[ q[f] := \int_{\mathbb{R}_+} q(x)|f|^2 \, dx, \quad \text{dom}(q) = \{ f \in L^2(\mathbb{R}_+) : |q[f]| < \infty \}. \] (8.12)

Note that the form \( q \) is lower semibounded (and hence closed) if and only if so is \( q \) on \( \mathbb{R}_+ \). Define the form \( t^0_{Σ,q} \) as a sum of forms \( t_Σ \) and \( q \):
\[ t^0_{Σ,q}[f] := t_Σ[f] + q[f] = \int_{\mathbb{R}_+} |f'|^2 + q(x)|f|^2 \, dx, \quad f \in \text{dom}(t^0_{Σ,q}), \] (8.13)
\[ \text{dom}(t^0_{Σ,q}) = W^{1,2}(Σ^c; q) := \text{dom}(t_Σ) \cap \text{dom}(q), \] (8.14)
and note that \( t^0_{Σ,0} = t_Σ \). Moreover, if the form \( t_{Σ,q} \) defined by (8.5) is lower semibounded, then by definition, \( W^{1,2}(Σ^c; q) \subseteq \mathcal{H}_{Σ,q} \). This, in particular, means that \( t_{Σ,q} \) is a closed semibounded extension of the form \( t^0_{Σ,q} \). On the other hand, if \( q \) is nonnegative, then \( t^0_{Σ,q} \) is closed as a sum of two nonnegative closed forms. Moreover, in this case \( t^0_{Σ,q} = t_{Σ,q} \) and, in particular, \( \mathcal{H}_{Σ,q} = W^{1,2}(Σ^c; q) \).

**Corollary 8.2.** Assume the conditions of Lemma 8.1. If \( \mathcal{H}_{Σ,q} \neq W^{1,2}(Σ^c; q) \), then \( W^{1,2}(Σ^c; q) \) is dense in \( \mathcal{H}_{Σ,q} \) and, moreover, forms a first category set.

**Proof.** The statement immediately follows from the closed graph theorem. \( \square \)

The next result provides necessary and sufficient conditions for the form \( q \) to be \( t_Σ \)-bounded.

**Lemma 8.3.** Let \( d_k := |Δ_k|, \ k \in \mathbb{N} \) and \( d^* := d^*(Σ) := \sup_k d_k < \infty. \) (8.15)

Assume also that \( q \in L^1_{\text{loc}}(\mathbb{R}_+) \) and
\[ \sup_{k \in \mathbb{N}} \frac{1}{d_k} \int_{Δ_k} |q(x)| \, dx < \infty. \] (8.16)

Then:

(i) The form \( q \) given by (8.12) is infinitesimally \( t_Σ \)-bounded.

(ii) The form \( t^0_{Σ,q} \) is lower semibounded and closed. Moreover, the equality \( \mathcal{H}_{Σ,q} = W^{1,2}(Σ^c) \) holds algebraically and topologically.

The proof follows literally the proof of Lemma 2.7 from [34] and we omit it.

Next we set
\[ q_±(x) := (|q(x)| ± q(x))/2, \quad x \in \mathbb{R}_+. \] (8.17)

**Lemma 8.4.** Let \( q \in L^1_{\text{loc}}(\mathbb{R}_+) \) and (8.15) be satisfied. If
\[ C_0 := \sup_{k \in \mathbb{N}} \frac{1}{d_k} \int_{Δ_k} q_-(x) \, dx < \infty, \] (8.18)
then:
(i) The form $q_-$ is infinitesimally $t_\Sigma$-bounded and hence the form $t_{\Sigma, q}$ is lower semibounded and closed.

(ii) The following equalities
\[
\mathcal{H}_{\Sigma, q} = W^{1,2}(\Sigma^c; q) = W^{1,2}(\Sigma^c; q^+) = \mathcal{H}_{\Sigma, q^+}
\]
hold algebraically and topologically and the operator associated with $t_{\Sigma, q}$ coincides with $(\mathcal{H}^N_{\Sigma, q})^*$.

(iii) If, additionally, condition (8.16) is satisfied with $q^+$ in place of $|q|$, then (8.18) is also necessary for the form $t_{\Sigma, q}$ to be lower semibounded. In particular, condition (8.18) is necessary for lower semiboundedness whenever $q$ is negative.

Proof. (i) and (ii) immediately follow from Lemmas 8.1 and 8.3 and the KLMN theorem.

(iii) Set $h_k(x) = \frac{1}{\sqrt{\Delta_k}} \chi_{\Delta_k}(x)$. Since $h_k \in W^{1,2}(\Sigma^c; q)$, we get
\[
t_{\Sigma, q}[h_k] = \frac{1}{d_k} \int_{\Delta_k} q(x)dx \geq -C\|h_k\|^2_{L^2} = -C
\]
for all $k \in \mathbb{N}$. Noting that $q = q_+ - q_-$, we finally obtain
\[
-\frac{1}{d_k} \int_{\Delta_k} q_-(x)dx \geq -C - \frac{1}{d_k} \int_{\Delta_k} q_+(x)dx \geq -\tilde{C}, \quad k \in \mathbb{N},
\]
which implies (8.18). \qed

Remark 8.5. The results of this subsection remain true if $q \in L^1(\Delta_k)$ for all $k \in \mathbb{N}$. Note that this condition is weaker than the condition $q \in L^1_{\text{loc}}(\mathbb{R}^+)$ if $\Sigma$ is not a discrete subset of $\mathbb{R}^+$.

8.2. Discreteness of the spectrum of $H^N_{\Sigma, q}$. The main result of this subsection is the following discreteness criterion for the operator $H^N_{\Sigma, q}$ defined by (8.2)–(8.3).

Theorem 8.6. Let $q \in L^1_{\text{loc}}(\mathbb{R}^+)$, $\Sigma$ be unbounded with $|\Sigma| = 0$ and (8.15) be satisfied. Assume also that the operator $H^N_{\Sigma, q}$ given by (8.2)–(8.3) is lower semibounded.

If the potential $q$ satisfies (8.18), then the spectrum of $H^N_{\Sigma, q}$ is purely discrete if and only if

(i) $q$ satisfies Molchanov’s condition
\[
\lim_{x \to \infty} \int_x^{x+\varepsilon} q(t)dt = +\infty \quad \text{for every } \varepsilon > 0,
\]

(ii)
\[
\lim_{k \to \infty} \frac{1}{d_k} \int_{\Delta_k} q(x)dx = +\infty.
\]

Proof. Let us prove sufficiency first. By Lemma 8.4, the form $t^0_{\Sigma, q}$ given by (8.13)–(8.14) is lower semibounded and closed in $L^2(\mathbb{R}^+)$. Moreover, $t^0_{\Sigma, q} = t_{\Sigma, q}$ and the corresponding energy space $\mathcal{H}_{\Sigma, q}$ coincides (algebraically and topologically) with $W^{1,2}(\Sigma^c; q) = W^{1,2}(\Sigma^c; q^+)$. By the Rellich theorem, it suffices to show that the embedding
\[
i_{\Sigma, q} : \mathcal{H}_{\Sigma, q} \hookrightarrow L^2(\mathbb{R}^+)
\]
is compact, i.e., the unit ball $\mathbb{U}_{\Sigma,q} := \{ f \in \mathcal{H}_{\Sigma,q} : \| f \|_{\mathcal{H}_{\Sigma,q}} \leq 1 \}$ is relatively compact in $L^2(\mathbb{R}_+)$. Clearly, it suffices to prove sufficiency for nonnegative potentials. Hence without loss of generality we can assume that $q \geq 1$.

Fix $\varepsilon > 0$. Using (8.23) and (8.24), we can find $p := p(\varepsilon) \in \mathbb{N}$ such that

$$\frac{1}{d_k} \int_{\Delta_k} q(t) dt > \frac{1}{\varepsilon} \quad \text{and} \quad \int_{x}^{x+\varepsilon} q(t) dt > 1 \quad (8.25)$$

for all $k > p$ and $x > x_p := \max\{ t : t \in \cup_{k=1}^p \Delta_k \}$, respectively. Next we set

$$N_p^p(\varepsilon) := \{ k \in \mathbb{N} : k \geq p, \ |d_k| \leq \varepsilon \}, \quad N_p^p(\varepsilon) := \{ k \in \mathbb{N} : k \geq p, \ |d_k| > \varepsilon \}. \quad (8.26)$$

Clearly, $N_p^p(\varepsilon) \cup N_p^p(\varepsilon) = \{ k \in \mathbb{N} : k \geq p \}$. Arguing as in the proof of Theorem 3.4 from [34], we get (cf. the estimates (3.14) and (3.20) in [34])

$$\| f \|^2_{L^2(\Delta_k)} \leq 2\varepsilon \int_{\Delta_k} q(x)|f|^2 dx + 2\varepsilon^2 \| f \|^2_{W^{1,2}(\Delta_k)}, \quad k \in N_p^p(\varepsilon), \quad (8.27)$$

and

$$\| f \|^2_{L^2(\Delta_k)} \leq 8\varepsilon \int_{\Delta_k} q(x)|f|^2 dx + 8\varepsilon \| f \|^2_{W^{1,2}(\Delta_k)}, \quad k \in N_p^p(\varepsilon). \quad (8.28)$$

Summing up (8.27) and (8.28), we finally get

$$\sum_{k=p}^{\infty} \| f \|^2_{L^2(\Delta_k)} \leq 8\varepsilon \sum_{k=p}^{\infty} \left( \int_{\Delta_k} q(x)|f|^2 dx + \| f \|^2_{W^{1,2}(\Delta_k)} \right) \quad (8.29)$$

$$\leq 8C_1\varepsilon\| f \|^2_{W^{1,2}(\Sigma^\varepsilon;q)} \leq 8C_1\varepsilon, \quad f \in \mathbb{U}_{\Sigma,q}.$$

Now notice that the embedding $W^{1,2}(\Sigma^\varepsilon_n) \hookrightarrow L^2(\Sigma^\varepsilon_n)$, where $n \geq 1$ and $\Sigma^\varepsilon_n = \cup_{k=1}^n \Delta_k$, is compact since $W^{1,2}(\Delta_k)$ is compactly embedded into $L^2(\Delta_k)$ for each $k \in \mathbb{N}$. Hence (8.29) implies that the set $W^{1,2}(\Sigma^\varepsilon_n)$ forms a compact $\varepsilon$-net for the set $i(\mathbb{U}_{\Sigma,q})$ in $L^2(\mathbb{R}_+)$. Therefore, the set $i(\mathbb{U}_{\Sigma,q})$ is compact in $L^2(\mathbb{R}_+)$ and the embedding $i : W^{1,2}(\Sigma^\varepsilon;q) \hookrightarrow L^2(\mathbb{R}_+)$ is compact too.

**Necesity.** The proof literally follows the proof of Theorem 3.4 in [34]. \qed

**Corollary 8.7.** Let $q \in L^1_{\text{loc}}(\mathbb{R}_+)$ satisfy (8.18). If $d_k \to 0$, then the spectrum of $\mathcal{H}^N_{\Sigma,q}$ is purely discrete if and only if $q$ satisfies condition (8.24).

**Proof.** By Theorem 8.6 it suffices to show that (8.24) implies (8.23) if $d_k \to 0$. Since $q$ satisfies (8.18), we can restrict ourselves to the case of a nonnegative $q$, $q = q_+$. By (8.24), for any $N \in \mathbb{N}$ there exists $p_1 = p_1(N)$ such that

$$\frac{1}{d_k} \int_{\Delta_k} q(x) dx > N, \quad k \geq p_1. \quad (8.30)$$

Fix $\varepsilon > 0$. Since $d_k \to 0$, there exists $p_2 = p_2(\varepsilon)$ such that

$$d_k \leq \frac{\varepsilon}{3}, \quad k \geq p_2. \quad (8.31)$$

Let $p := \max(p_1,p_2)$ and let $x_p := \max\cup_{k=1}^p \Delta_k$. Using (8.30), (8.31) and the non-negativity of $q$, we get

$$\int_{x}^{x+\varepsilon} q(t) dt \geq \sum_{k: \Delta_k \subseteq [x,x+\varepsilon]} \int_{\Delta_k} q(t) dt \geq \sum_{k: \Delta_k \subseteq [x,x+\varepsilon]} Nd_k \geq N\left( \varepsilon - \frac{2\varepsilon}{3} \right) = N\frac{\varepsilon}{3} \quad (8.32)$$
for all $x > x_p$. The latter implies that $q$ satisfies Molchanov’s condition (8.23) since $N$ is arbitrary.

\[ \square \]

**Remark 8.8.** Condition $\lim_{k \to \infty} d_k = 0$ is satisfied if, for instance, $\Sigma = \bigcup_{j=1}^{\infty} \Sigma_j$, where $\Sigma_j$ are Cantor type sets on disjoint intervals $[r_{2j}, r_{2j+1}]$ such that $\lim_j (r_{2j+1} - r_j) = 0$.

One can consider the operator $H_{\nu,q}^N$ on any finite interval $(a, b)$ instead of $\mathbb{R}_+$. Arguing as in the proof of Theorem 8.6 and Corollary 8.7 and noting that $d_k \to 0$ as $k \to \infty$ since $(a, b)$ is a finite interval, one arrives at the following statement.

**Corollary 8.9.** Assume that $q \in L^1_{\text{loc}}(a, b)$ satisfies (8.18). Then the spectrum of the Neumann realization $H_{\nu,q}^N$ is discrete if and only if condition (8.24) holds.

If additionally $q$ is nonnegative and continuous as a map from $(a, b)$ to $\mathbb{R}_+ \cup \{\infty\}$, then $H_{\nu,q}^N$ has discrete spectrum if and only if

\[ q(x) = \infty \quad \text{for all} \quad x \in \Sigma. \]  

(8.33)

### 8.3. Necessary conditions for the discreteness of the spectrum of $H_{\nu,q}$

We begin by presenting some necessary conditions for the Hamiltonians $H_{\nu,q}$ to be lower semibounded.

**Proposition 8.10.** Let $\Sigma = 0$ and (8.15) be satisfied. Assume also that $q \in L^1_{\text{loc}}(\mathbb{R}_+)$ satisfies (8.18) and the operator $H_{\nu,q}$ is self-adjoint and lower semibounded in $L^2(\mathbb{R}_+)$. If $q$ does not satisfy Molchanov’s condition (8.23), then the spectrum of $H_{\nu,q}$ is not discrete.

**Proof.** Let $H_q$ be the Neumann realization of $-d^2/dx^2 + q(x)$ in $L^2(\mathbb{R}_+)$. Since $q$ satisfies (8.18), we know that $H_q$ is lower semibounded and self-adjoint in $L^2(\mathbb{R}_+)$. Moreover, the corresponding quadratic form $\mathcal{H}_q$ is given by (see, e.g., [2])

\[ \mathcal{H}_q[f] = \int_{\mathbb{R}_+} |f'|^2 + q(x)|f|^2 \, dx, \quad \text{dom}(\mathcal{H}_q) = \mathcal{H}_q := W^{1,2}(\mathbb{R}_+) \cap \mathcal{T}_q. \]  

(8.34)

By assumption, the operator $H_{\nu,q}$ is lower semibounded and self-adjoint. Without loss of generality we can assume that $H_{\nu,q} \geq I$. Denote by $\mathcal{T}$ and $\mathcal{H}$ the corresponding quadratic form and the energy space. Let us show that $\mathcal{H}_q$ is continuously embedded into $\mathcal{H}$. First of all, note that if $f \in W^{1,2}_{\text{loc}}(\mathbb{R}_+)$, then $f^{[1]}(x) = f'(x)$ for almost all $x \in \Sigma^c$ and $f^{[1]}(x) = 0$ for $d\nu$-almost all $x \in \Sigma$ since

\[ f(x) - f(0) = \int_0^x f'(t) \, dt = \int_0^x f^{[1]} \, dP(t) = \int_0^x f'(t) \, dt + \int_0^x f^{[1]} \, d\nu(t) \]  

(8.35)

for all $x \in \mathbb{R}_+$. Therefore, $f \in W^{1,2}_{\text{loc}}(\mathbb{R}_+; dP)$ and we get (cf. section 4.2)

\[ \mathcal{H}_q[f] = \int_{\mathbb{R}_+} |f^{[1]}|^2 \, dx + \int_{\mathbb{R}_+} q(x)|f|^2 \, dx = \int_{\mathbb{R}_+} |f'|^2 + q(x)|f|^2 \, dx = \mathcal{H}_q[f] < \infty \]  

(8.36)

for all $f \in W^{1,2}_c(\mathbb{R}_+)$. This implies that $W^{1,2}_c(\mathbb{R}_+) = \mathcal{H}_q \cap W^{1,2}_c(\mathbb{R}_+) \subset \mathcal{H}$. It remains to note that $\mathcal{H}_q$ is closed with respect to the energy norm $\mathcal{T}$ and $W^{1,2}_c(\mathbb{R}_+)$ is a core for $\mathcal{H}_q$. Therefore, the closure of $W^{1,2}_c(\mathbb{R}_+)$ in $\mathcal{H}$ coincides with $\mathcal{H}_q$ since $\| \cdot \|_{\mathcal{H}_q} = \| \cdot \|_{\mathcal{H}_q}$ on $\mathcal{H}$ and hence $\mathcal{H}_q \subset \mathcal{H}$. Moreover, in view of [13] Theorem 2.6.2 (see also [29], Remark IV.1.5)), the embedding $i_1 : \mathcal{H}_q \hookrightarrow \mathcal{H}$ is continuous.

Finally, if the spectrum $\sigma(H_{\nu,q})$ is discrete, then, by the Rellich theorem, the embedding $i_2 : \mathcal{H} \hookrightarrow L^2(\mathbb{R}_+)$ is compact. Hence so is the embedding $i = i_2i_1 :
\( \Omega_q \rightarrow L^2(\mathbb{R}_+) \). However, this implies that Molchanov’s condition (8.23) is satisfied. This contradiction completes the proof. \( \square \)

**Remark 8.11.** Note that Proposition 8.10 is no longer true if \( \Sigma \) is nowhere dense but \( |\Sigma| > 0 \).

As an immediate corollary of Proposition 8.10 we obtain the following result.

**Corollary 8.12.** Let \( q \in L^\infty(\mathbb{R}_+) \) and \( |\Sigma| = 0 \). If the operator \( H_{\nu,q} \) is lower semibounded, then its spectrum is not discrete. In particular, the spectrum of \( H_\nu = H_{\nu,0} \) is not discrete whenever it is lower semibounded.

**Proof.** If \( q \in L^\infty(\mathbb{R}_+) \), then it satisfies (8.18) but does not satisfy (8.23). Proposition 8.10 completes the proof. \( \square \)

The next result states that a condition similar to (8.24) is also necessary for the discreteness. Note that we do not assume that \( |\Sigma| = 0 \) in this case.

**Proposition 8.13.** Let \( q \in L^1_{\text{loc}}(a,b) \) be nonnegative. Let also \( \Sigma \subset (a,b) \) be the (closed) topological support of \( d\nu \) and \( \Sigma^c = \cup_{k \in \mathbb{N}} \Delta_k \), where \( \Delta_i \cap \Delta_j = \emptyset \) whenever \( i \neq j \). If the operator \( H_{\nu,q} \) is lower semibounded and its spectrum is discrete, then

\[
\frac{1}{d_k^2} + \frac{1}{d_k} \int_{\Delta_k} q(x) dx \to \infty \quad \text{as} \quad k \to \infty.
\]  

(8.37)

**Proof.** Let \( d_k = |\Delta_k| = b_k - a_k \) and set

\[
h_k(x) = \frac{1}{2\sqrt{d_k}} \chi_{\Delta_k}(x) \left( 1 - \frac{2}{d_k} \left| x - \frac{d_k}{2} \right| \right), \quad x \in (a,b).
\]  

(8.38)

Clearly, \( h_k \in W^{1,2}_{c}(\mathbb{R}_+) \cap W^{1,2}_{c}(a,b) \) and

\[
\|h_k\|_{L^2(a,b)} = \frac{1}{12}, \quad \|h_k'\|_{L^2(a,b)} = \frac{1}{d_k^2}, \quad k \in \mathbb{N}.
\]  

(8.39)

Moreover,

\[
t[h_k] = \frac{1}{d_k^2} + \frac{1}{4d_k} \int_{\Delta_k} \left( 1 - \frac{2}{d_k} \left| x - \frac{d_k}{2} \right| \right)^2 q(x) dx \leq \frac{1}{d_k^2} + \frac{1}{4d_k} \int_{\Delta_k} q(x) dx.
\]  

(8.40)

If condition (8.37) is not satisfied, then there is a subsequence \( \{k_j\}_{j=1}^\infty \) such that

\[
\frac{1}{d_k^{2}} \int_{\Delta_{k_j}} q(x) dx \leq C_0 < \infty, \quad j \in \mathbb{N}.
\]  

(8.41)

This immediately implies that the subsequence \( \{h_{k_j}\}_{j=1}^\infty \) is bounded in the energy space \( \mathfrak{H} \). However, all these functions are uniformly bounded in \( L^2(a,b) \) and have disjoint supports. Hence this sequence is not compact in \( L^2(a,b) \). Therefore, the embedding \( \mathfrak{H} \hookrightarrow L^2(a,b) \) is not compact and hence, by the Rellich theorem, the operator \( H_{\nu,q} \) is not discrete. This contradiction completes the proof. \( \square \)
8.4. Sufficient conditions for the discreteness of the spectrum of $H_{\nu,q}$. Consider the form (4.11) introduced in Section 4.2
\[ t_{\nu,q}[f] = \int_{\mathbb{R}^+} |f'|^2 dP(x) + \int_{\Sigma} q(x)|f|^2 dx, \quad f \in \text{dom}(t_{\nu,q}) = W^{1,2}_c(\mathbb{R}^+; dP). \] (8.42)
Since $|\Sigma| = 0$, we have $f'(x) = f'(x)$ a.e. on $\mathbb{R}^+$ for all $f \in W^{1,2}_c(\mathbb{R}^+; dP)$. Moreover, $W^{1,2}_c(\mathbb{R}^+; dP) \subset W^{1,2}(\Sigma^c; q)$ and hence the quadratic form (8.42) admits the following representation
\[ t_{\nu,q}[f] = \int_{\mathbb{R}^+} |f'|^2 dx + \int_{\Sigma} |f'|^2 dP(x) + \int_{\mathbb{R}^+} q(x)|f|^2 dx = t_{\Sigma,q}[f] + \int_{\Sigma} |f'|^2 d\nu, \quad f \in W^{1,2}_c(\mathbb{R}^+; dP). \] (8.43)
Therefore, the form (8.42) can be considered as an additive perturbation of the form $t_{\Sigma,q}$. Note that by Lemma 4.3, the form $t_{\nu,q}$ is always closable if it is lower semibounded. With a nonnegative measure $d\nu$ we associate the following form
\[ \nu[f] = \int_{\mathbb{R}^+} |f'|^2 d\nu(x), \quad f \in W^{1,2}(\mathbb{R}^+; dP). \] (8.44)

**Lemma 8.14.** Let the form $t_{\Sigma,q}$ be lower semi-bounded and $d\nu$ be nonnegative, $d\nu = d\nu_+$. Then the form
\[ t_{\nu,q}[f] = t_{\Sigma,q}[f] + \nu[f], \quad \text{dom}(t_{\nu,q}) = \text{dom}(t_{\Sigma,q}) \cap \text{dom}(\nu) \] (8.45)
is lower semi-bounded and closed. The corresponding energy space $\mathcal{H}_{\nu,q}$ is given by
\[ \mathcal{H}_{\nu,q} = \left\{ f \in \text{dom}(t_{\nu,q}) : \lim_{n \to \infty} \int_{\Sigma^c_n} |f'|^2 + |f|^2 q(x) dx + \nu[f] < \infty \right\}. \] (8.46)

**Proof.** Without loss of generality we can assume that $q \geq 1$ on $\mathbb{R}_+$. Let us show that every Cauchy sequence $\{f_n\}_{n=1}^{\infty} \subset \mathcal{H}_{\nu,q}$ is convergent and has a unique limit. Since $\mathcal{H}_{\Sigma,q}$ and $W^{1,2}(\mathbb{R}; dP)$ are Hilbert spaces, there are functions $f_h \in \mathcal{H}_{\Sigma,q}$ and $f_P \in W^{1,2}(\mathbb{R}^+; dP)$ such that $f_n \to f_h$ and $f_n \to f_P$ in $\mathcal{H}_{\Sigma,q}$ and $W^{1,2}(\mathbb{R}^+; dP)$, respectively. Clearly, $f_h = f_P$ for all $x \in \Sigma^c = \bigcup_{k \in \mathbb{N}} \Delta_k$. To show that $f_P$ is defined uniquely by its restriction to $\Sigma^c$ assume that $f_P = 0$ on $\Sigma^c$. Since $f \in W^{1,2}(\mathbb{R}_+, dP)$, the values $f(x)$ exist for each $x \in \mathbb{R}_+$ and $f(x+) \neq f(x-)$ for at most countable subset. As $\Sigma^c$ is dense in $\mathbb{R}_+$, one has $f(x+) = f(x-) = 0$ for all $x$.

The last claim immediately follows from Lemma 8.1. \[ \square \]

**Corollary 8.15.** Let the form $t_{\Sigma,q}$ be lower semi-bounded and $d\nu$ be a nonnegative singular measure with $|\Sigma| = 0$. Then the norms $\| \cdot \|_{\mathcal{H}_{\Sigma,q}}$ and $\| \cdot \|_{\mathcal{H}_{\nu,q}}$ are compatible and the map
\[ i : \mathcal{H}_{\nu,q} \hookrightarrow \mathcal{H}_{\Sigma,q}, \quad i(f) := f|_{\Sigma^c}, \] (8.47)
is a well-defined continuous embedding.

**Proof.** It follows from Lemma 8.14 that the restriction $f|_{\Sigma^c}$ is well-defined for all $f \in \mathcal{H}_{\nu,q}$ since $\mathcal{H}_{\nu,q} \subseteq \mathcal{H}_{\Sigma,q}$. Since the measure $d\nu$ is nonnegative, one has $\|f\|_{\mathcal{H}_{\nu,q}} \leq \|f\|_{\mathcal{H}_{\Sigma,q}}$ for all $f \in \mathcal{H}_{\nu,q}$. Hence the embedding (8.47) is continuous. \[ \square \]

Combining Lemma 8.4 with Lemma 8.14, we arrive at the following result.
Corollary 8.16. Assume that conditions (8.15) and (8.18) are satisfied and the measure \( d\nu \) is nonnegative, \( d\nu = d\nu_+ \). Then the form \( \mathfrak{t}_{\nu,q} \) given by (8.45) is lower semibounded and closed. Moreover, the energy space \( \mathcal{H}_{\nu,q} \) is given by (8.46).

The next result provides a sufficient condition for the discreteness of the spectra of Hamiltonians \( H_{\nu,q} \).

Theorem 8.17. Let \( d\nu \) be nonnegative and such that \( |\Sigma| = 0 \) and (8.15) hold. Assume also that \( q \in L_{\text{loc}}^1(\mathbb{R}_+) \) satisfies (8.18). Then conditions (8.23) and (8.24) are sufficient for the Hamiltonian \( H_{\nu,q} = H_{\nu,q}^* \) to be lower semibounded and to have a discrete spectrum.

Proof. By Lemma 8.4, the form \( \mathfrak{t}_{\Sigma,q} \) is lower semibounded and, moreover, by Theorem 8.6 the energy space \( \mathcal{H}_{\Sigma,q} \) is compactly embedded into \( L^2(\mathbb{R}_+) \). On the other hand, by Corollary 8.15, \( \mathcal{H}_{\nu,q} \) is continuously embedded into \( \mathcal{H}_{\Sigma,q} \). Therefore, \( \mathcal{H}_{\nu,q} \) is compactly embedded into \( L^2(\mathbb{R}_+) \) and by the Rellich theorem, the Hamiltonian \( H_{\nu,q} \) has discrete spectrum.

We can easily obtain the analog of Theorem 8.17 in the case of a finite interval.

Corollary 8.18. Let \((a,b)\) be a finite interval and \( q \in L_{\text{loc}}^1(a,b) \) satisfy (8.18). Assume also that \( d\nu \) is a nonnegative measure on \((a,b)\) with \( |\Sigma| = 0 \). Then \( H_{\nu,q} \) is lower semibounded and its spectrum is discrete whenever condition (8.24) is satisfied.

Example 8.19. Let \((a,b) = (0,1)\) and \( d\nu \) be a nonnegative finite measure with \(|\Sigma| = 0\). Then \( \Sigma^c = (0,1)^\cdot \Sigma = \cup_{k=1}^{\infty} \Delta_k \), where \( \Delta_k = (a_k,b_k), k \in \mathbb{N} \). Define \( q : \Sigma^c \to \mathbb{R}_+ \) by

\[
q(x) = \sum_{k=1}^{\infty} \chi_{\Delta_k}(x) \frac{c_k}{\sqrt{(x-a_k)(b_k-x)}}, \quad x \in \Sigma^c,
\]

where \( \{c_k\}_{k=1}^{\infty} \in \ell^1(\mathbb{N}) \) is a sequence of positive numbers. Note that

\[
\|q\|_{L^1(\Delta_k)} = \pi c_k, \quad \|q\|_{L^1(a,b)} = \pi \sum_{k=1}^{\infty} c_k < \infty.
\]

Therefore, the operator \( H_{\nu,q} \) has discrete spectrum since both endpoints are regular. However, by Corollary 8.9, the operator \( H_{\nu,q}^N \) has purely discrete spectrum if and only if

\[
\frac{1}{d_k} \int_{\Delta_k} q(x) \, dx = \pi c_k \quad \text{as} \quad k \to \infty.
\]

Remark 8.20. It is interesting to compare Corollary 8.18 with Theorem 3.3 and Corollary 3.4 in the case \(-\infty < a < b < +\infty\). If \( q \in L^\infty(a,b) \), then, in view of Corollary 8.9, the Neumann realization \( H_{\nu,q}^N \) is not discrete although, by Corollary 3.4, \( H_{\nu,q} \) is. This comparison shows that in this case the perturbation \( \nu[\cdot] \) (see (8.44)) of the form \( \mathfrak{t}_{\nu,q} \) does not preserve the essential spectrum of \( H_{\Sigma,q}^N \).

By Proposition 8.10, Molchanov’s condition is not only sufficient but is also necessary for the discreteness of the spectrum of the operator \( H_{\nu,q} \). Our next aim is to show that condition (8.24) is not necessary for the discreteness. Namely, we are going to show that there are cases when the spectrum of \( H_{\nu,q} \) is discrete, however, the essential spectrum of the Neumann realization \( H_{\Sigma,q}^N \) might be nontrivial.

We begin with the following simple auxiliary lemma.
Lemma 8.21. Let $dv$ be a nonnegative finite measure on $(0, a)$. Then $W^{1,2}((0, a); dP)$ is compactly embedded into $L^2(0, a)$.

Proof. Each $f \in W^{1,2}((0, a); dP)$ is a function of bounded variation and hence $f \in L^2(0, a)$. Moreover, using the representation (8.51) and the Cauchy–Schwarz inequality, we get

$$|f(x)| \leq |f(0)| + \int_0^x |f'(z)|dP \leq |f(0)| + \sqrt{P(x)}\|f[']\|_{L^2((0, x); dP)} \leq |f(0)| + \sqrt{P(a)}\|f\|^2_{W^{1,2}((0, a); dP)}.$$ (8.51)

This estimates shows that the embedding is continuous. Compactness follows from the discreteness of spectra of Hamiltonians with two regular endpoints. □

Remark 8.22. If $\nu$ is singular continuous, then every $f \in W^{1,2}((0, a); dP)$ is continuous. Moreover, the Arzelà–Ascoli theorem shows that the unit ball in $W^{1,2}((0, a); dP)$ is compact in $C[0, a]$. Therefore, the embedding $W^{1,2}((0, a); dP) \hookrightarrow L^2(0, a)$ is continuous and compact.

Theorem 8.23. Let $dv$ be a nonnegative measure on $\mathbb{R}_+$ with $|\Sigma| = 0$ such that

$$0 \leq \nu_n := dv([n - 1, n]) \leq C_\nu < \infty, \quad n \in \mathbb{N},$$ (8.52)

for some constant $C_\nu > 0$ independent of $n \in \mathbb{N}$. Let $q$ satisfy conditions (8.18) and (8.23). If $\Sigma = \Sigma^c_1 \cup \Sigma^c_2$, where $\Sigma^c_1 = \cup_{k \in \mathbb{N}} \Delta'_k$, and $\Sigma^c_2 = \cup_{k \in \mathbb{N}} \Delta''_k$ are such that

$$\sum_{k=1}^{\infty} d'_k < \infty \quad \text{and} \quad \lim_{k \to \infty} \frac{1}{d'_k} \int_{\Delta'_k} q(x)dx = \infty,$$ (8.53)

where $d'_k = |\Delta'_k|$ and $d''_k = |\Delta''_k|$, $k \in \mathbb{N}$, then the operator $H_{\nu, q}$ is lower semibounded and its spectrum is discrete.

Proof. By Lemma 8.14, the form $t_{\nu, q}$ is lower semibounded and closed. Without loss of generality we assume that $q \geq 1$ on $\mathbb{R}_+$. Let us show that the unit ball $U_{\nu, q} := \{ f \in \mathcal{H}_{\nu, q} : \|f\| \leq 1 \}$ of $\mathcal{H}_{\nu, q}$ is compact in $L^2(\mathbb{R}_+)$. Let $\varepsilon > 0$. As in the proof of Theorem 8.6, we obtain the estimates (8.27) and (8.28) for the set $\Sigma_2$. It remains to evaluate the integrals $\int_{\Delta'_k} |f(x)|^2dx$ over the intervals $\Delta'_k$. Note that (cf. the proof of Lemma 8.21)

$$\frac{1}{2} |f(x)|^2 \leq |f(y)|^2 + (1 + \nu_n) \int_{n-1}^{n} |f['](t)|^2dP(t),$$ (8.54)

for all $x, y \in [n - 1, n]$. Since $f$ is locally of bounded variation on $\mathbb{R}_+$, there exists $x_n \in [n - 1, n]$ such that

$$|f(x_n)|^2 \leq \int_{n-1}^{n} |f(t)|^2dt, \quad n \in \mathbb{N}.$$ (8.55)

Combining this relation with (8.54) and using (8.52), we get

$$\frac{1}{2} |f(x)|^2 \leq \|f\|^2_{L_2([n-1, n])} + (1 + \nu_n)\|f[']\|^2_{L_2([n-1, n]; dP)} \leq \|f\|^2_{L_2(\mathbb{R}_+)} + (1 + C_\nu)\|f[']\|^2_{L_2(\mathbb{R}_+; dP)} \leq 1 + C_\nu,$$ (8.56)
which holds for all \( x \in \mathbb{R}_+ \) and \( f \in \mathbb{U}_{\nu,q} \). Next, in view of the first condition in (8.53), there is \( p_3 \in \mathbb{N} \) such that \( \sum_{k \geq p_3} d_k' < \varepsilon \). Therefore, (8.56) implies
\[
\sum_{k = p_3}^{\infty} \|f\|_{L^2(\Delta_k')}^2 \leq (1 + C_\nu) \sum_{k = p_3}^{\infty} d_k' < 2\varepsilon (1 + C_\nu), \quad f \in \mathbb{U}_{\nu,q},
\] (8.57)
Setting \( p = \max\{p', p'', p_3\} \) and combining (8.57) with (8.27) and (8.28) we get
\[
\sum_{k = p}^{\infty} \|f\|_{L^2(\Delta_k')}^2 < C\varepsilon, \quad f \in \mathbb{U}_{\nu,q},
\] showing that the "tails" of functions \( f \in \mathbb{U}_{\nu,q} \) are uniformly small.

Let \( a = a(\varepsilon) := \max\{x : x \in \cup_{k = 1}^{p-1} (\Delta_k' \cup \Delta_k'')\} \). By Lemma 8.21, \( W^{1,2}((0, a); d\nu) \) is compactly embedded into \( L^2(0, a) \). On the other hand, since \(|\Sigma| = 0\), (8.58)
implies
\[
\|f\|_{L^2(\Delta'_\nu, +\infty)} \leq \sum_{k = p}^{\infty} \|f\|_{L^2(\Delta_k')}^2 < C\varepsilon, \quad f \in \mathbb{U}_{\nu,q}.
\] (8.59)
Denoting by \( \mathbb{U}_{\nu,q} \), the unit ball in \( W^{1,2}((0, a); d\nu) \) and using (8.59), we conclude that \( i(\mathbb{U}_{\nu,q}) \) forms a compact \( \varepsilon \)-net for the set \( i(\mathbb{U}_{\nu,q}) \) in \( L^2(\mathbb{R}_+) \). Hence the set \( i(\mathbb{U}_{\nu,q}) \) is compact in \( L^2(\mathbb{R}_+) \). The Rellich theorem completes the proof. \( \square \)

**Remark 8.24.** Theorem 8.23 is also valid for discrete measures \( d\nu \) and, in particular, it is valid for operators with \( \delta' \)-point interactions (see Example 2.2). Note that for Hamiltonians with \( \delta' \)-point interactions a different sufficient condition guaranteeing that the operator \( H_{\nu,q} \) has discrete spectrum while the Neumann realization \( H^N \) has not, is contained in [34, Proposition 3.10].

**Corollary 8.25.** Let \( q \in L^1_{\text{loc}}(\mathbb{R}_+) \) satisfy (8.18). Assume that \( \{r_n\}_{n \in \mathbb{N}} \subset \mathbb{R}_+ \) is a strictly increasing sequence such that
\[
\sum_{n = 1}^{\infty} |I_{2k}| < \infty, \quad I_k := [r_{k-1}, r_k], \quad |I_k| = r_k - r_{k-1}.
\] (8.60)
Let also \( d\nu \) be nonnegative and such that \(|\Sigma| = 0\), \( \{r_k\}_{k = 1}^{\infty} \subseteq \Sigma \), \( \Sigma \subset \cup_{k \in \mathbb{N}} I_{2k} \) and
\[
\sup_{k \in \mathbb{N}} d\nu(I_{2k}) = C_\nu < \infty.
\] (8.61)
Then the spectrum of \( H_{\nu,q} \) is discrete if \( q \) satisfies Molchanov’s condition (8.23) and
\[
\lim_{k \to \infty} \frac{1}{|I_{2k+1}|} \int_{I_{2k+1}} q(x)dx = \infty.
\] (8.62)
**Proof.** Noting that \( I_{2k} \setminus \Sigma = \cup_{j=1}^{\infty} \Delta_{j,k} \), where \( \Delta_{j,k} \) are pairwise disjoint, we set \( \{\Delta_{j,k}\}_{k = 1}^{\infty} := \{\Delta_{j,n}\}_{j,n=1}^{\infty} \), and \( \Delta_{j,k}' = I_{k+1} \). Clearly, the first condition in (8.53) is implied by (8.60). Moreover, the second one is equivalent to (8.62). It remains to apply Theorem 8.23. \( \square \)

**Corollary 8.26.** Assume the conditions of Corollary 8.25. Let also
\[
0 < \varepsilon_0 = \inf_n |I_{2n+1}| = \sup_n |I_{2n+1}| = \varepsilon_1 < \infty.
\] (8.63)
Then the spectrum of \( H_{\nu,q} \) is discrete if and only if \( q \) satisfies condition (8.23).
Proof. Note that (8.23) is necessary for the discreteness in view of Proposition 8.10. Therefore, by Corollary 8.25, it suffices to show that $q$ satisfies (8.62). However, it immediately follows from Molchanov’s condition (8.23) and (8.63). □

As an immediate corollary we obtain the following result.

Corollary 8.27. Assume the conditions of Corollary 8.26. Then the spectrum of $H_{\nu,q}$ is discrete if

$$\lim_{x \to \infty} q(x) = +\infty. \quad (8.64)$$

Remark 8.28. If $\Sigma$ is a discrete set, i.e. $H_{\nu,q}$ is the Hamiltonian with $\delta'$-point interactions, then condition (8.64) (without additional assumption (8.63)) is sufficient for the discreteness of $H_{\nu,q}$ (see [34, Corollary 3.8]). However, if $\Sigma$ is not discrete, then condition (8.64) does not guarantee the discreteness of $H_{\nu,q}$.
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