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CORRIGENDUM TO

“THE CLASSICAL ARTIN APPROXIMATION THEOREMS”

HERWIG HAUSER

Abstract. The purpose of this note is to clarify and complement various
places in the article The classical Artin approximation theorems, published in
Bull. Amer. Math. Soc. 54 (2017), no. 4, 595–633. A few reasonings in the
article may have been difficult to follow or were even problematic. The author
is indebted to F. Castro-Jiménez, C. Chiu, R. Ephraim, B. Lamel, S. Perlega,
G. Pfister, G. Rond, M. Singer, S. Woblistin, and particularly to an anonymous
referee for valuable feedback.

Additions and replacements

Page 599, line 7: Add: “For the case of positive characteristic, see [And], [Kie],
and [Sche].”

Page 601, line 21: Add: “If all components of f(x, y) belong to the ideal
(y1, . . . , ym) of K[[x, y]], there always exists the trivial solution y(x) = 0, and the
content of the theorem is void.”

Page 601, line −3: The argument given in the article for linear equations cov-
ers only the case c = 0, say, without approximation. For arbitary c, see [Ron2,
Thm. 3.1] and [Wan] or the argument given below.

“Let c ≥ 1 be given, and let h0, h1, . . . , hm ∈ K[[x]]r. Denote by Uc ⊂ K[x]m the
vector space of polynomial vectors of length m in x = (x1, . . . , xn) of degree < c,
and denote by Mc = (x)c · (h1, . . . , hm) ⊆ K[[x]]r the K[[x]]-submodule of linear
combinations of the vectors hi with coefficients of order ≥ c. Choose a monomial
order <ε on Nn × {1, . . . , r}, let inε(Mc) be the associated initial module of Mc,
and denote by coε(Mc) the canonical direct monomial complement of inε(Mc) in
K[[x]]r; see [Gra], [Hir] or [HM1, sec. 5]. The Grauert–Hironaka division theorem
for modules then asserts that coε(Mc) is also a direct complement of Mc itself,

Mc ⊕ coε(Mc) = K[[x]]r.

“Denote by ψ : K[[x]]r → coε(Mc) the projection on the second summand, cor-
responding to the remainders of the division of vectors in K[[x]]r by the module
Mc. It is well known that the coefficients of the expansion of ψ(u(x)) are polyno-
mials in the coefficients of the expansions of u(x) ∈ K[[x]]r, similar to the classical
Weierstrass division theorem. Said differently, ψ is a textile map (see page 603).

“For u(x) = (u1(x), . . . , um(x)) ∈ Uc, consider the vector

ũ(x) = h0(x)−
∑m

1=1 hi(x) · ui(x) ∈ K[[x]]r
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2 CORRIGENDUM

and its remainder ψ(ũ(x)) ∈ coε(Mc). The set U◦
c of vectors u(x) for which

ψ(ũ(x)) = 0, i.e., for which h0(x) −
∑m

1=1 hi(x) · ui(x) belongs to Mc, is a closed
algebraic subset of Uc, possibly empty. For u(x) outside U◦

c the order of ψ(ũ(x))
with respect to the (x)-adic topology is bounded by the Noetherianity of Uc with
respect to the Zariski topology, where the vector space Uc is now considered as
an affine algebraic variety. Let o be the maximal value of these orders, and set
e := o + 1. We claim that this bound satisfies the assertion of the theorem in the
linear case.

“So assume that we have an approximate solution y(x) of h0 =
∑m

i=1 hi · yi
modulo (x)e, and denote by u(x) ∈ Uc the truncation of y(x) at degree c − 1. We
distinguish two cases: if ψ(ũ(x)) = 0, then h0(x) −

∑m
1=1 hi(x) · ui(x) ∈ Mc, and

there exists a formal power series vector v(x) = (v1(x), . . . , vm(x)) ∈ (x)c ·K[[x]]m

so that

h0(x)−
∑m

1=1 hi(x) · ui(x) =
∑m

i=1 hi(x) · vi(x).

Then set y(x) := u(x) + v(x) to get an exact formal solution of h0 =
∑m

i=1 hi · yi
which satisfies y(x) ≡ y(x) modulo (x)c.

“If ψ(ũ(x)) 	= 0, let o′ be its order. We know from the above that o′ < e. Hence
there exists no vector v(x) = (v1(x), . . . , vm(x)) ∈ (x)c ·K[[x]]m so that

h0(x)−
∑m

1=1 hi(x) · ui(x) ≡
∑m

i=1 hi(x) · vi(x) modulo (x)e.

This is a contradiction to the existence of the approximate solution y(x), so the
second case does not occur. The assertion is proven.”

Page 603, line −10: Add: “See [DL1] and [KP] for other presentations.”

Page 603, line −6: The original formulation of the paragraph is incorrect as it
stands. Replace the paragraph starting with “Here is the strategy: . . . ” by the
following paragraph:

“Here is the strategy: After suitably modifying the system of equations, one may
assume that the components f1, . . . , fr of f generate a complete intersection ideal
of height r and that there exists an (r× r)-minor g of the relative Jacobian matrix
∂yf of f with respect to y for which g(x, ŷ(x)) is nonzero and, more specifically,
xn-regular of order d. We will then construct from f a new vector of convergent
power series f ′ = f ′(x′, w) in the first n − 1 components x′ = (x1, . . . , xn−1) of
the x-variables and in new variables w = (w1, . . . , w�) such that the existence of a
formal or convergent solution y(x) to f(x, y) = 0 for which g(x, y(x)) is xn-regular
of order d is equivalent to the existence of a formal or convergent solution w(x′) of
f ′(x′, w) = 0. We will show that these special formal solutions of the first system
map to the formal solutions of the latter system, and that the same holds for the
convergent solutions (the map can actually be modified so as to give a bijection;
see section 9 for an explicit description of this bijection in the case n = 1 of one
x-variable).

“Now induction applies: by the existence of the formal solution ŵ(x′) of
f ′(x′, w) = 0 induced by ŷ(x) and the induction hypothesis, the system f ′(x′, w) = 0
admits a convergent solution w̃(x′), and going backwards we get the required con-
vergent solution ỹ(x) of the original system f(x, y(x)) = 0.”
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Page 607, line −11: The given explanation is somewhat vague. Add to paragraph
(a):

“The case n = 1, i.e., of a single x-variable, is detailed in section 9: The
parametrization is constructed for the stratum of solutions y(x) of f(x, y) = 0
for which the order g(x, y(x)) of an appropriate minor g of the relative Jacobian
matrix ∂yf is constant and equal to the one of the given formal solution ŷ(x).”

Page 607, paragraph (b): The ideal I defined in line -9 need not be prime, con-
trary to what is claimed. This invalidates the given argument. Replace paragraph
(b) by:

“(b) The strong approximation theorem I is a weak version of the more precise
theorem II. For uncountable algebraically closed ground fields, the result also follows
from the strong approximation theorem for textile maps.”

Page 608, paragraph (c): The second paragraph of (c), starting with “So we may
assume . . . ”, is misleading. Replace the entire paragraph (c) by:

“(c) The proof of the strong approximation theorem II requires a double in-
duction, one decreasing on the number n of x-variables and, subordinate to this
induction, one increasing on the height s of the ideal I. We will only indicate
here the main ideas. See [BDLv] for a model-theoretic proof using ultraproducts
and [Wa] for a proof along the lines of the analytic version of the approximation
theorem.

“One first reduces again to prime ideals. So let I be the ideal generated by
the components f1, . . . , fr of f . Choose an irredundant primary decomposition
I = I1 ∩ · · · ∩ It, and let Ji =

√
Ii be the associated prime ideals. As K[[x]] is

Noetherian, there exists an integer u such that Ju
i ⊂ Ii for all i. Let ei be the bound

associated to Ji by the theorem in case of prime ideals. Then e = u · (e1 + · · ·+ et)
will work for I; cf. [Wa, proof of Lemma 5, p. 133]. Namely,

Ju
1 · · · Ju

t ⊂ I1 · · · It ⊂ I1 ∩ · · · ∩ It = I,

so that any approximate solution y(x) for I up to degree e is also an approximate
solution of some Ii up to degree ei, for some i. By assumption, Ii then admits an
exact formal solution ŷ(x) with ŷ(x) ≡ y(x) modulo (x)c. From I ⊂ Ii it follows
that ŷ(x) is also an exact formal solution for I.

“So we may assume that I is prime. Let s be its height and choose again an
(s×s)-minor g of the Jacobian matrix so that g 	∈ I. Let I ′ = I+(g). It has height
> s, so that induction applies to it. Denote by e′ the respective value for I ′ and
c. At this point, one distinguishes two cases: if g(x, y(x)) ≡ 0 modulo (x)e

′
holds

for all approximate solutions y(x) of I up to degree e′, one may set e = e′ and
get the required assertion. In the other case, the argument becomes much more
involved: according to the orders d = ord g(x, y(x)) < e′ of approximate solutions
y(x) one essentially repeats the construction of an associated system of equations
in one variable less as we have seen it in the proof of the analytic approximation
theorem. From this one is able to find a suitable bound e for the original system.
We refer to [Wa], section 2, for the details.”

Page 609, line 12: Add: “For a critical discussion of Hermann’s work, see [Sei],
[Sto].”
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Page 611, second paragraph of item (e): We add a note: “To prove the existence
of the sequence ck the continuity of the map G with respect to the Krull topology
is actually not used: As the ith coefficient of G(y) only depends (polynomially) on
finitely many coefficients of y, we see that it equals the ith coefficient of G(y) as
soon as y and y coincide up to sufficiently high degree.”

Page 615, line −15: Add: “In contrast to what is said, algebraic series are
closed under composition (= substitution of the variables): If h(y1, . . . , ym) and
g1(x1, . . . , xn), . . . , gm(x1, . . . , xn) are algebraic series, so is h(g1(x), . . . , gm(x)); see
[Rui, Prop. 5.3, page 114] or [Bos, lecture II, Thm. p. 15]. In the univariate case
m = n = 1, if P (x, t) and Q(x, t) are the minimal polynomials of h(x) and g(x),
then h(g(x)) is a root of the resultant resz(P (x, z), Q(z, t)).”

Page 623, line 4, preceding the first sentence: Add: “For reduced germs, the
theorem has originally been proven by Ephraim [Eph, Th. 03].”

Page 625, lines 24–25: Replace: “This has been globalized to a certain extent
by Bouthier and Kazhdan [BK]” by “Recently, the statement of the theorem has
been reproven independently by Bouthier and Kazhdan [BK, Thme. 1.29].”

Typographical errors

Page 597, Example: Replace “F0 = y0” by “F0 = y30”; and replace “F3 =
y31 + 3y1y2 − 2z0z2 − z21” by “F3 = y31 + 6y0y1y2 + 3y20y3 − 2z0z2 − z21 ”.

Page 597, the paragraph following Example: Replace from “We may take y1 = 1
and . . . ” up to “Continuing like this, . . . ” by “As z0 = 0, we have F3 = y31 − z21 ,
and we may take y1 = 1 and z1 = 1. This is a permissible choice, though not
unique. We could also take y1 = 100 and z1 = 1000. Continuing like this, . . . ”

Page 601, strong approximation theorems I & II: Replace “(x) · K[[x]]m” by
“(x) ·K[[x]]r”.

Page 603, strong approximation theorem for textile maps: Replace “Let G :
K[[x]]m → K[[z]]q be a textile map” by “Let G : K[[x]]m → K[[x]]r be a textile
map”.

Page 607, line −8: Replace “ideal of convergent power series h(x, y) for which
. . . ” by “ideal of formal power series h(x, y) for which . . . ”.

Page 611, line 16: Replace “Amnk
K

” by “Amnk

K
with nk =

(
n+k−1

n

)
”.
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