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The lamellipodium of migrating animal cells protrudes by directed
polymerization of a branched actin network. The underlying
mechanisms of filament growth, branching, and capping can be
studied in in vitro assays. However, conflicting results have been
reported for the force–velocity relation of such actin networks,
namely both convex and concave shapes as well as history depen-
dencies. Here we model branching as a reaction that is indepen-
dent of the number of existing filaments, in contrast to capping,
which is assumed to be proportional to the number of existing fila-
ments. Using both stochastic network simulations and determinis-
tic rate equations, we show that such a description naturally leads
to the stability of two qualitatively different stationary states of
the system, namely a �35° and a þ70∕0∕ − 70° orientation pattern.
Changes in network growth velocity induce a transition between
these two patterns. For sufficiently different protrusion efficiency
of the two network architectures, this leads to hysteresis in the
growth velocity of actin networks under force. Dependent on
the history of the system, convex and concave regimes are
obtained for the force–velocity relation. Thus a simple generic
model can explain the experimentally observed anomalies, with
far reaching consequences for cell migration.
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Cell migration of animal cells relies on the polymerization of an
actin network, the so-called lamellipodium, pushing the

advancing edge forward (1). Studies with many different cell
types, including fibroblasts, epithelial cells, growth cones, and
keratocytes, have shown that the underlying molecular mechan-
isms are well preserved (2). Indeed these mechanisms are suffi-
ciently universal that they can be used to propel pathogens like
Listeria in different host cells and in in vitro assays (3). For the
same reason, it has been possible to harness the power of growing
actin networks for the propulsion of plastic beads (4) and lipid
vesicles (5, 6). A quantitative understanding of the generic
aspects of growing actin networks thus appears possible and
highly desirable (7).

By letting the actin network grow against a deformable object
like a micropipette (8) or the cantilever of an atomic force micro-
scope (AFM) (9), it is possible to measure force–velocity rela-
tions for growing actin networks. However, results from
different experiments are conflicting. On the one hand, a convex
decline was measured (8, 10), while on the other hand, a load-
independent phase (11) often followed by a concave velocity de-
crease near the stall force was observed (9, 12). A particularly
remarkable feature that was found in the context of one of these
experiments was that the network growth velocity at a given force
can be altered by the loading history of the network (9). Although
in principle these discrepancies might be attributed to technical
differences in the experiments (13), here we show theoretically
that a simple generic mechanism exists which can explain most
of the observed anomalies.

Motivated by the universal aspect of the underlying mechan-
isms, growing actin networks have been subject to a large body of

modeling work (reviewed in refs. 13–15). The standard model for
growing actin networks is the dendritic nucleation/array tread-
milling model describing the balance between polymerization
at the advancing side and depolymerization at the retracting side
(16). The advancing and retracting sides correspond to the
barbed and pointed ends of the polar actin filaments, respec-
tively. Single filaments grow with a typical velocity of up to
1 μm∕s. Branching occurs only in a very narrow region close
to the leading edge, which is defined by the presence of the acti-
vated branching agent Arp2/3. This protein complex is able to
nucleate a new filament on an existing one with the emerging
barbed end in a direction around 70° from the original one. After
a typical time in the subsecond range, polymerization at the
barbed ends is terminated by a capping protein. Because the
lamellipodium of migrating cells is very flat, the interplay of
growth, branching, and capping can theoretically be studied in
two dimensions.

A first theoretical model based on these rules already sug-
gested that two different orientation patterns might exist (17),
namely, a �35° pattern and a þ70∕0∕ − 70° pattern. However,
guided by an apparent dominance of the �35° pattern, as well
as by corresponding experimental observations with electron
microscopy (18), it was concluded that only the �35° pattern
is physiologically relevant. Also the exact mechanism for the es-
tablishment of a stationary state was left open. This problem was
solved by the autocatalytic model by Carlsson (19). Here filament
creation and annihilation close to the leading edge are balanced
and maintain a stationary system at a constant filament number
proportional to the applied force on the network. Later stochastic
network simulations confirmed that a first-order rate for branch-
ing leads to a unique steady state of the network dominated by a
�35° pattern (20). However, these models cannot explain the
anomalies observed for the force–velocity relation. Moreover,
it has been recently pointed out that the orientation patterns
observed in electron microscopy are more variable than formerly
appreciated (21). In addition, biochemical evidence suggests the
availability of activated branching agents rather than the avail-
ability of actin filaments is the rate-limiting factor for branching
(22). This implies that branching should be modeled as a zero-
order rather than as a first-order process in the number of actin
filaments.

Extending earlier work by Maly and Borisy (17) and Carlsson
(19), here we view this assumption as a plausible hypothesis and
explore the consequences of modeling branching as a zero-order
process. Complementing stochastic simulations with an analytical
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mean field theory, we show that in this case, both �35° and
þ70∕0∕ − 70° patterns are stable and that transitions between
the two can be triggered by changes in the protrusion velocity of
the bulk network. In combination with a network protrusion
efficiency that is sufficiently distinct between the two patterns,
this allows us to explain the experimentally observed anomalies
regarding force–velocity dependencies and hysteresis effects as a
consequence of the competition between the two different orien-
tation patterns.

Model
Stochastic Network Simulations.We have implemented two-dimen-
sional stochastic network simulations for growing actin networks
according to a simplified version of the dendritic nucleation mod-
el (16, 23). We are using periodic boundaries in the horizontal
direction and let the network grow in the vertical direction. To
speed up the simulations, filament growth is treated determinis-
tically, i.e., each filament barbed end grows with velocity vfil. That
means each barbed end elongates by one unit length increment
δfil per unit time. Close to optimal conditions, single filaments
grow approximately every 3 ms by 3 nm (22) (the SI Text has
details about the physical values of the model parameters). Sto-
chastic capping and branching events are simulated within a
branching region of constant width dbr ¼ 2δfil close to the leading
edge of the network, using a Gillespie-like procedure (24). New
filaments are able to branch from barbed ends of existing fila-
ments. Adopting earlier used values, the branching angle relative
to the mother filament is chosen randomly from a Gaussian dis-
tribution with mean 70° and standard deviation 5°. The side of the
mother filament from which the new filament grows is selected
randomly. As the activation of Arp2/3 by WASp/Scar proteins has
been suggested to be the limiting step in generating new filament
branches (22), the branching reaction is assumed to be of zero
order. This assumption has been used before in analytical treat-
ments (19) and network simulations (25), but its consequences
have not yet been fully explored. As usual, capping is assumed
to be of first order. As we disregard uncapping reactions, capped
filaments will eventually be outgrown by the bulk network and
thus leave the simulation box. We do not model their further fate,
which in practice might be remodeling into a lamellum or
direct depolymerization by actin depolymerization factors/cofilin
proteins.

Because capping is assumed to be a first-order process, in our
simulations the capping probability per unit time is adjusted by
the new filament number in the branching region after each
reaction. In contrast, branching is assumed to be a zero-order
process and therefore the branching probability remains constant
during the simulations. As an important consequence of this
treatment, the steady-state growth velocity of the network vnw
is not uniquely defined. However, this velocity is a crucial aspect
of the system as it determines up to which orientation filaments
are able to keep up with the bulk network. Without any additional
constraints, only filaments pointing in the forward direction
would persist. In our simulations, we therefore discriminated
between two populations of filaments at the leading edge. The
first population is defined by the assumption that there exists
a fixed number Nfront of topmost filaments that are stalled by
the obstacle. Those filaments neither grow nor form branches
nor get capped. The physical mechanisms underlying stalling
might be very different in different systems of interest, being ap-
propriately modeled, e.g., by a ratchet or end-tracking motor
model (13, 26). Here they are represented in an effective manner
by the model parameter Nfront. The identification of the Nfront
leading filaments is updated after each simulation step. The
second population are the filaments in the branching region
which can grow, branch, or get capped as described above. Our
simulations revealed that, for a constant number Nfront of stalled
filaments, the networks grow into a steady state with constant net-

work growth velocity vnw and constant total number of filaments.
By adjusting Nfront, we therefore can simulate growing networks
with the protrusion velocity vnw varying over a large range.

Deterministic Rate Equation Approach. We also developed a deter-
ministic rate equation approach to network growth. Following
earlier approaches of this kind (17, 19), we introduce a distribu-
tion function Nðθ; tÞ for the number of uncapped barbed ends in
the branching region pointing in direction θ at time t. In this re-
gion, the filaments are able to branch and get capped. In addition,
they might leave the branching region if outgrown by the bulk
network. The rate equation therefore reads

∂Nðθ; tÞ
∂t

¼ k̂b

Z þπ

−π
Wðθ; θ0ÞNðθ0; tÞdθ0 − kcNðθ; tÞ − kgrðθÞNðθ; tÞ:

[1]

The three terms on the right-hand side represent branching,
capping, and outgrowth. As in earlier work, capping is assumed
to be a first-order reaction with a constant rate kc. In the branch-
ing term, Wðθ; θ0Þ is a branching angle dependent weighting
factor distribution, which we assume to be a Gaussian around
an absolute angle difference of 70° with standard deviation 5°
between the branching mother and daughter filament barbed
ends at θ0 and θ, respectively. Because here we assume branching
to be a zero-order reaction, the branching rate k̂b is normalized
with regard to the total number of new filament ends:

k̂b ¼
kb

Wtot
; Wtot ¼

Z þπ

−π

Z þπ

−π
Wðθ; θ0ÞNðθ0; tÞdθ0dθ: [2]

This definition makes the central model Eq. 1 very different from
similar equations studied before in refs. 17 and 19.

Like in the network simulations, we again assume that network
growth velocity is fixed at a certain value. In general, this value
has to be between zero and vfil. Due to the competition between
single filament growth and network growth, a critical orientation
angle θc ¼ arccosðvnw∕vfilÞ exists above which the single filament
cannot follow the network anymore and therefore is outgrown by
the bulk. Hence, for a given filament orientation θ, we write the
rate of outgrowth as a function of the network growth velocity:

kgrðθÞ ¼
�
0 if jθj ≤ θc
ðvnw−vfil cos θÞ

ðdbr∕2Þ if jθj > θc
: [3]

The factor of 2 arises because we assume that new filaments are
generated on average in the middle of the growing region.
Because we use dbr ¼ 2δfil, new filaments are assumed to appear
at a distance δfil from the leading edge. Taken together, Eq. 3
states that the rate of outgrowth is zero up to the critical angle
and then increases up to a maximal value at jθj ¼ 180°.

In order to analyze Eq. 1, we convert the continuous distribu-
tion into a discrete one by binning the angles around specific
values θ̄. In principle, this can be done numerically to high pre-
cision by choosing a small bin width and solving the self-consis-
tent equations by an iterative procedure. As an instructive
alternative, we also used the binning approach to arrive at an ana-
lytical solution of our model. We first assume that branching
events from mother filaments with an orientation angle
jθj≳ 90° can be neglected as these filaments grow out of the
branching region sufficiently quickly. We next choose the size
of the angle bins equal to half the branching angle and the
branching angle itself to be 70°. Then we arrive at a system of
five coupled ordinary differential equations, namely the reaction
equations for the N θ̄ with θ̄ ¼ −70, −35, 0, þ35, þ70°. This
system of equations is given in the SI Text and is termed the re-
duced rate equation approach below.
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Results
Two Competing Network Architectures.We first analyzed the results
from the stochastic network simulations. Fig. 1 A–C shows repre-
sentative snapshots of the network organization in steady state
with decreasing protrusion velocity vnw, i.e., increasing Nfront.
The total number of filaments in the simulation box was held
approximately constant by adjusting the branching probability
for each of the three runs. As shown in Fig. 1D, our simulations
revealed that the filament orientation distribution changes
strongly as a function of network growth velocity. For fast and
slow growing networks, a dominant þ70∕0∕ − 70° distribution
was found, whereas for a network of intermediate velocity, a
�35° pattern emerged. In Fig. 1 E and F, we show schematic
representations of the two different orientation patterns. In
the following, we will symbolize the two competing network
orientation patterns by the symbols shown at the lower right
of these subfigures. A movie is provided in SI Text which shows
network organization changes in the computer simulations as a
function of protrusion velocity.

We next performed a linear stability analysis of the reduced
rate equation approach and found that this model has two phy-
sically meaningful steady-state solutions which are given explicitly
in the SI Text and which correspond exactly to the two different
network architectures revealed in our stochastic simulations. The
conclusion that exactly two competing orientation patterns
exist is also confirmed by a numerical analysis of Eq. 1 based
on 360 angle bins. Therefore the emergence of two competing

orientation patterns is a robust property of both the stochastic
network simulations and the rate equation approach.

Phase Diagram for the Competing Orientation Patterns. Our rate
equation approach allows us to investigate network growth in
a systematic manner for all parameter values. Again we use
the linear stability analysis of the reduced rate equation approach
(details are given in SI Text). Our equations show that the stability
of the two steady states is independent of the branching rate kb. In
the stationary state, this rate only determines the filament density
in the network as the filament number in each angle bin is pro-
portional to the branching rate. Thus there are only two relevant
parameters left, namely, network velocity vnw and capping rate kc.
For each possible parameter combination, we find that the two
fixed points always correspond to one attracting node and one
repelling saddle point. Thus we can divide the two-dimensional
phase space into two regions, one in which the�35 steady state is
stable and one in which the þ70∕0∕ − 70 steady state is stable.
The resulting phase diagram is shown in Fig. 2A and predicts that
the �35 pattern only occurs at intermediate network velocities
and small capping rates.

In order to compare the analytical results of the reduced rate
equation model to the full model Eq. 1, we used numerical itera-
tion with 360 angle bins. In addition, we then used three different
values for the branching rate kb. The result is shown in Fig. 2B
and proves that indeed, in regard to the kind of resulting
orientation pattern, the exact value of the branching rate is irre-
levant. A comparison with Fig. 2A shows that, in the reduced rate
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Figure 1. Stochastic network simulations. (A, B, C) Snapshots of the steady-state network organization. Growing and capped filaments are shown in red and
blue, respectively. The yellow region at the top corresponds to the branching region, where capping and branching reactions occur. The network velocity vnw is
adjusted by assuming that a constant number of filaments at the topNfront is obstructed by the obstacle and not able to grow, branch, or get capped. The larger
Nfront, the lower the yellow region and the smaller vnw. In these simulations, the capping probability was chosen constant at 0.05 per filament, whereas the
integral branching rate pb was adjusted for an approximately constant filament density within the simulation box. All uncapped barbed ends deterministically
grow with velocity vfil. (A) pb ¼ 30, Nfront ¼ 2, vnw∕vfil ≃ 0.95. (B) pb ¼ 22, Nfront ¼ 20, vnw∕vfil ≃ 0.76. (V) pb ¼ 9, Nfront ¼ 140, vnw∕vfil ≃ 0.30. (D) Normalized
filament orientation distributions for the three situations. (E) Schematic representation of the dominant þ70∕0∕ − 70 distribution corresponding to the net-
works in A and C. (F) Competing distribution with peaks at �35 corresponding to the network in B.
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equation model, the �35° region of stability is eliminated for
large capping rate kc. This results from the assumption that
branching does not occur from mother filaments with an orienta-
tion angle larger than 87.5°. This restricting assumption is re-
quired to arrive at an analytical treatment, but is not shared
by the full rate equation model or the stochastic network growth
model, which predict that the stability region for the�35° pattern
depends only weakly on the capping rate (Fig. 2B and SI Text).

In order to compare the two versions of the rate equation ap-
proach in more detail, in Fig. 2D–F, we compare the steady-state
filament orientation distribution for the reduced and the full rate
equation approach (for a reasonable small capping rate of 0.05
per unit time). From Fig. 2D–F, the network bulk velocity is re-
duced and the stationary distribution switches from theþ70∕0∕ −
70 state in the fast growth phase (Fig. 2D) through the �35 or-
ientation pattern in the medium growth phase (Fig. 2E) back to
another þ70∕0∕ − 70 distribution in the slow growth phase
(Fig. 2F). The agreement between the two approaches is excel-
lent. In each case shown, the orientation range in which growth is
possible (that is up to the critical angle θc) is indicated by a
horizontal black line. For very fast network growth, the critical
angle θc is close to zero and filaments with larger orientations
are suppressed. So the dominant orientation will be close to zero
with branching angles around �70°. Once the network growth
velocity reduces to a point where the critical angle is sufficiently
large to prevent filaments at �35° from growing out of the net-
work, the �35 solution dominates and the system changes to the
medium growth phase. As the growth velocity is further reduced,
the critical angle increases above 70° and the þ70∕0∕ − 70
pattern dominates again.

In order to simplify the identification of the two different or-
ientation patterns, we define as an appropriate order parameter

the relative difference of filaments in the angle bin around 0° to
the one around 35°,

O ¼ N0° −N35°

N0° þ N35°
¼ ½−1;þ1�: [4]

For a perfect þ70∕0∕ − 70 distribution, this parameter will
approach þ1, whereas for the competing �35 pattern, it will ap-
proach −1. Fig. 2C shows the evolution of the order parameter as
a function of the bulk network velocity. The order parameter is
shown both for stepwise decreasing and stepwise increasing
velocities, showing that the network can adapt sufficiently fast
to attain the steady-state values.

Force-Velocity Relation for Growing Actin Networks. Until now, we
have been concerned with the structural properties of growing
actin networks as a function of network growth velocity. In order
to address the relation between force and velocity, we now ask
which network growth velocity vnw results for a given external
force Fext on the network. For this purpose, we have to extend
our growth model by a mechanical component. For a given force
and a given network orientation distribution, we can determine
the angle θmax up to which load is carried by the network by sum-
ming over the contributions from the individual filaments:

FextðtÞ ¼
Z þθmax

−θmax

f filðθ0ÞNðθ0; tÞdθ0 [5]

where f filðθÞ is the force carried by a single filament with orienta-
tion θ. The growth of differently oriented single filaments under
load depends on the details of the system of interest and different
models have been suggested in this context, including a variety of
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Figure 2. Phase diagrams resulting from the rate equation approach. The dark and bright gray regions correspond to stability of the �35 and þ70∕0∕ − 70

orientation patterns, respectively. (A) Analytical results from a linear stability analysis of the reduced model. (B) Numerical solution of the full model with three
different branching rates kb ¼ f5; 20; 100g. (C) Evolution of the order parameter with changing network velocity vnw from the numerical solution of the full
model. The network behavior for increasing (red) and decreasing (blue) velocity are the same, thus the system is always in a stationary regime. (D, E, F)
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ratchet models and the end-tracking motor model (13, 26).
Focusing on mechanical aspects, here we assume that each single
filament behaves like a Hookean spring, thus it is able to carry a
load

f filðθÞ ¼ κðθÞx ¼ κ0 sin−2ðθÞx [6]

with an indentation length x orthogonal to the leading edge,
which is assumed to be the same for all filaments. This treatment
had to be replaced by more detailed mechanical models for spe-
cific situations of interest and also for obstacles with curvature.
The orientation-dependent effective spring constant κðθÞ used
here represents bending of an elastic beam for sufficiently large
angles (27). Due to the fast decay with increasing orientation an-
gle, it leads to a strong difference in the ability of the two com-
peting network architectures to grow forward while carrying a
certain level of load. At small angles, the expression in Eq. 6
is not valid and compression is expected to dominate, thus we
assume filaments with an orientation angle smaller than 10° to
carry a constant maximal force fmax

fil ¼ 1.
In steady state, the angle θmax has to correspond to the critical

angle θc of the growing network, which in turn defines network
growth velocity. In this way, network growth velocity is deter-
mined by the given external force

vnwðFextÞ ¼ vfil cosðθmaxÞ: [7]

For a given external force, we now can solve the coupled Eqs. 1, 5,
and 7 numerically by iterating the orientation distribution with
360 angle bins until a steady state is achieved. Fig. 3A shows a
force–velocity relation obtained in this way for typical parameter
values. The external force acting on the network Fext is given
relative to fmax

fil . For zero force, the network is prepared in its fast
growth state with the þ70∕0∕ − 70 orientation pattern. As force
increases, the velocity only slowly decreases, because there are
sufficiently many filaments almost perpendicular to the leading
edge to carry the load. Yet the critical angle continuously grows
because increasing load has to be accommodated. If the force
passes a certain threshold at around Fext∕fmax

fil ¼ 34, the
þ70∕0∕ − 70 network is not able to maintain the high velocity
anymore and an abrupt change occurs to the�35 network, which,
due to the single filament force relation Eq. 6, can carry this
amount of load only at a relatively low velocity with high filament
density. As load is increased further, the critical angle grows and
the network gradually reorganizes into the þ70∕0∕ − 70 pattern.

In contrast to the first transition, this one goes into a phase which
is especially suited to carry load according to the assumed single
filament force relation Eq. 6, thus an instability does not occur
and the force–velocity relation is relatively flat. As load increases
even further, the orientation distribution starts to broaden, com-
pare Fig. 2C, leading to a decreasing number of filaments at small
orientation angles. At this point, the velocity of the network ra-
pidly drops with a concave shape.

Fig. 3A also shows that, if we initially prepare the network in
the intermediate growth phase and then decrease force, the
transition back to the fast growth phase occurs at a smaller value
for forces, thus resulting in a hysteresis loop. The size of the
predicted hysteresis loop changes with model parameters, but
in general it exists over a large range of model parameters, as
revealed by a sensitivity analysis described in the SI Text. In
particular, the standard deviation of the branching angle can
be increased to a value around 15° before the hysteresis loop
vanishes. The existence of a hysteresis loop is an immediate
consequence of the competition between the two different orien-
tation patterns and can be used to explain the experimentally
observed history dependance (9) as demonstrated in Fig. 3 B
and C. We start by initiating the network in the medium growth
phase within the hysteresis cycle. For a constant force of
Fext∕fmax

fil ¼ 30, the network protrudes with a constant velocity
vnw∕vfil ≃ 0.6 in this phase. Next the force is linearly increased
(green line in Fig. 3B) and so the transition to the slow growth
phase is initiated (blue line in Fig. 3B). At some point, the force
has grown large enough and the system will eventually develop
the final þ70∕0∕ − 70 orientation pattern characteristic for this
phase. Now the force is instantaneously reduced to its initial value
Fext∕fmax

fil ¼ 30. Instead of going back to the medium growth
phase, the system now jumps right into the fast growth phase, be-
cause this one is also stable at this force level and in addition is
structurally similar to the existing slow growth phase. In Fig. 3C,
this scenario is plotted in force–velocity space.

The effects demonstrated here are generic and can be obtained
for different realizations of the force–velocity relation of indivi-
dual filaments, given that the advantage in performance of the
two þ70∕0∕ − 70 dominated phases compared to the competing
�35 regime is sufficiently large. However, for filaments elongat-
ing as a Brownian ratchet (27), this is not the case and the dif-
ference in performance of the two competing orientation patterns
is too weak to show significant hysteresis effects (shown in
SI Text).
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Figure 3. (A) Predicted force-velocity relation of an actin network protruding against a changing external force for kc ¼ 0.05 and kb ¼ 20. The most pro-
minent feature is the hysteresis cycle involving the fast and medium growth phases. Abrupt transitions are shown as dashed lines and their directions are
indicated by arrows. The full force–velocity curve contains regions with convex, force insensitive, and concave regimes. (B and C) Explanation of the hysteresis
experiment (9). (B) The green line is a prescribed change in external force. The blue line is the resulting network velocity. In I, the initial velocity as well as the
force are constant. In II, the force is linearly increased to prepare the system in the slow growth phase and the þ70∕0∕ − 70 orientation pattern. After a rapid
decrease in force to its original value in III, the system does not reorganize in the medium growth phase, but rather attains the steady-state velocity in the fast
growth phase, which is much higher than the initial one. (C) The same results shown in force–velocity space (blue). The dashed blue line corresponds to the
jump in the external force. For comparison, the hysteresis curve of A is shown in red.
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Discussion
We have shown that in growing actin networks a competition be-
tween two self-organized filament orientation patterns occurs if
branching is assumed to be a zero-order reaction. This means that
only a certain number of branching points can be established in a
given region at the leading edge, independent of the number of
actin filaments. If Arp2/3 is activated before filament binding, this
would imply that its activation time is larger than all other time
scales involved in actin filament branching (22). Recent evidence
suggests that Arp2/3 might be activated after filament binding
(28). In this case, successful branching might be limited by the
availability of nucleation promoting factors localized to the lead-
ing edge. If this process takes longer than the nascent branching
points take to grow away from the leading edge, then branching is
effectively also a zero-order process.

Our theoretical analysis shows that, for large and small
network growth velocities, the stable steady state is aþ70∕0∕ − 70
pattern, whereas for intermediate network growth velocity, the
stable steady state is a �35 pattern. We then showed that, when
combined with a simple generic model for the ability to carry
mechanical work, the competition between the two orientation
patterns leads to unusual force–velocity relations and history-
dependent behavior. In our model, these results follow from the
fact that the two patterns have different efficiency in generating
protrusion under the constraint of carrying a certain level of load.

With the proposed model, different puzzling experimental ob-
servations find a simple explanation. The orientation analysis of
electron micrographs from lamellipodia of migrating cells yielded
differently orientated patterns in the actin network dependent on
the phase of cell migration, with more filaments being orientated
with a larger angle after reduction of protrusion velocity during
phases of pausing or retraction (21). In our model, this corre-
sponds to the transition from �35 to þ70∕0∕ − 70 as velocity
is decreased, (see Fig. 2 E and F). For the force–velocity relation,
regions of load-independent network protrusion (11) and rapid
concave growth velocity decay near the stall force have been mea-
sured (9, 12). These observations might correspond to the high
force part of the force–velocity curve of Fig. 3A. One experiment
reported a sharp drop in velocity at very small loading force (12).
This observation might correspond to the abrupt transition in the
low force part of the force–velocity curve of Fig. 3A. Other

experiments reported a convex dependence of network growth
velocity with force (8, 10), which might correspond to the inter-
mediate force part of the force-velocity curve of Fig. 3A when
initially prepared in the medium growth phase. Most importantly,
the predicted competition between two different orientation pat-
terns provides a generic mechanism to explain the experimentally
observed hysteresis loop (9) as demonstrated in Fig. 3 B and C.

In our model, velocity is not determined by the growing actin
network, but appears as a boundary condition. This agrees with
the experimental observation that in migrating cells most relevant
processes are localized to the leading edge, including Arp2/3-
activation by WASp/Scar proteins and assembly of adhesion com-
plexes. In general, the exact details that determine velocity might
be very different in different systems, depending on how single
barbed filament ends interact with the leading edge. For example,
different ratchet mechanisms have been suggested to allow incor-
poration of new monomers into the growing filament (27). At the
leading edge of migrating cells, end-tracking motors might also
play an essential role (26, 29). Our model suggests that, irrespec-
tive of the details of these processes, the main determinant for the
structure of the growing actin network is the resulting velocity.

In order to test our predictions in more detail, different lines of
experiments seem promising. First, one should systematically cor-
relate the orientation distribution of actin networks from electron
micrographs with the network growth velocity, both for reconsti-
tuted assays and for experiments with migrating cells. Second, the
full hysteresis cycle should be measured experimentally, for ex-
ample in an AFM setup. Third, the role of branching and capping
rates can be investigated by biochemical interference with recon-
stitution assays and live cells. For example, a reduction of the ac-
tivation time of Arp2/3 might change the zero-order process into
a first-order process and thus stabilize the �35 pattern. The in-
sight gained in this way would not only strongly increase our un-
derstanding of a fundamental biological process, it also would
allow us to develop new protocols to control the growth of actin
networks outside the cell, thus opening up exciting new perspec-
tives for applications of this fascinating biomaterial.
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SI Text
Linear Stability Analysis of the Reduced Rate Equation Approach. In
the rate equation approach, the number of filament ends in the
branching region with angles between θ and θ þ dθ is given by
Nðθ; tÞdθ. By integrating this equation stepwise over finite-sized
angle bins, we obtain a finite number of coupled ordinary differ-
ential equations describing the temporal behavior of the filament
number in every angle bin:

N θ̄ ¼
Z

θ̄þΔθ∕2

θ̄−Δθ∕2
Nðθ0; tÞdθ0 [S1]

with mean angle θ̄ and width Δθ. For a numerical solution, we
typically choose 360 angle bins. For analytical progress, we reduce
the number of equations by choosing a large bin with a size of
Δθ ¼ 35°, that is, half of the Arp2/3 branching angle. In addition
we assume that branching is restricted to pairs of angle bins with a
relative angle difference of 70°, that the rate according to which
filaments grow out of the branching region is given by the rate for
the mean angle of the corresponding bin kgrðθ̄Þ, and that the
branching of filaments with jθj > 87.5° can be neglected as they
grow out of the branching region sufficiently quickly. We then
arrive at a system of five differential equations:

∂N−70°

∂t
¼ 1

2
k̂bN0° − ðkc þ kgrð70°ÞÞN−70° [S2]

∂N−35°

∂t
¼ 1

2
k̂bNþ35° − ðkc þ kgrð35°ÞÞN−35° [S3]

∂N0°

∂t
¼ 1

2
k̂bðN−70° þ Nþ70°Þ − kcN0° [S4]

∂Nþ35°

∂t
¼ 1

2
k̂bN−35° − ðkc þ kgrð35°ÞÞNþ35° [S5]

∂Nþ70°

∂t
¼ 1

2
k̂bN0° − ðkc þ kgrð70°ÞÞNþ70°; [S6]

with

k̂b ¼
kb

Wtot
¼ kb

N−70° þ N−35° þ N0° þ Nþ35° þ Nþ70°
:

Due to the symmetry around 0°, only three of these equations are
independent.

To identify and analyze the stationary states of Eqs. S2–S6, we
are solving ∂N θ̄∕∂t ¼ 0 for all θ̄. If we take into account only the
physically meaningful subspace of nonnegative filament numbers,
two steady-state solutions emerge. The first solution,

Nss35
−70° ¼ 0; Nss35

−35° ¼ kb
1

4ðkc þ kgrð35°ÞÞ
; Nss35

0° ¼ 0;

Nss35
þ35° ¼ kb

1

4ðkc þ kgrð35°ÞÞ
; Nss35

þ70° ¼ 0; [S7]

represents a dominant �35° orientation distribution in the steady
state (ss35) while the second solution,

Nss70
−70° ¼ kb

kc þ kgrð70°Þ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kcðkc þ kgrð70°ÞÞ

q
2ðk2grð70°Þ − k2cÞ

; Nss70
−35° ¼ 0;

Nss70
0° ¼ kb

1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kcþkgrð70°Þ

2kc

q
kc − kgrð70°Þ

; Nss70
þ35° ¼ 0;

Nss70
þ70° ¼ kb

kc þ kgrð70°Þ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kcðkc þ kgrð70°ÞÞ

q
2ðk2grð70°Þ − k2cÞ

; [S8]

corresponds to the competing þ70∕0∕ − 70° pattern (ss70).
In order to investigate how the stability of these fixed points

depends on model parameters, we use linear stability analysis.
For this purpose, the eigenvalues λi of the Jacobi matrix of the
nonlinear system (Eqs. S2–S6) at the positions of the fixed points
Nss35 (solution S7) and Nss70 (solution S8) have to be calculated.
Starting with ss35, the eigenvalues of the Jacobi matrix read

λss351 ¼ −ðkc þ kgrð35°ÞÞ [S9]

λss352 ¼ −2ðkc þ kgrð35°ÞÞ [S10]

λss353 ¼ −ðkc þ kgrð70°ÞÞ [S11]

λss354 ¼ −
1

2
ð2kc þ kgrð70°Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8ðkc þ kgrð35°ÞÞ2 þ k2grð70°Þ

q
Þ

[S12]

λss355 ¼ −
1

2
ð2kc þ kgrð70°Þ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8ðkc þ kgrð35°ÞÞ2 þ k2grð70°Þ

q
Þ:

[S13]

Note that the branching rate kb does not appear in the eigenva-
lues and therefore has no influence on the stability of the steady
state. This means we have to determine for which sets of
parameters kc, kgrð35°Þ, and kgrð70°Þ all eigenvalues are strictly
negative, because for these sets the fixed point Nss35 is asympto-
tically stable. However, the two parameters kgrð35°Þ and kgrð70°Þ
are not independent, but rather both of them are determined by
the bulk velocity of the network vnw as given in Eq. 3 of the main
text. If we omit the ill-defined cases kc ¼ kgrð35°Þ ¼ 0 and
kc ¼ kgrð70°Þ ¼ 0, the first four eigenvalues λss351 –λss354 are strictly
negative for all possible (nonnegative) values for the parameters.
The last eigenvalue λss355 , however, changes its sign when the
relation

kgrð70°Þ ¼
k2c þ 4kckgrð35°Þ þ 2k2grð35°Þ

kc
[S14]

is satisfied.
Although the expressions for some of the eigenvalues of the

ss70 solution are rather complicated, it can be shown that in this
case also only one eigenvalue

λss705 ¼ −kc − kgrð35°Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kcðkc þ kgrð70°ÞÞ

2

r
[S15]

Weichsel and Schwarz www.pnas.org/cgi/doi/10.1073/pnas.0913730107 1 of 6

http://www.pnas.org/cgi/doi/10.1073/pnas.0913730107


changes its sign, whereas all the others are strictly negative in the
parameter range mentioned before. The sign of λss705 changes un-
der the same condition as we have found before for λss355

(Eq. S14). However, both eigenvalues λss355 and λss705 hold opposite
signs whenever they do not vanish. Therefore we can conclude
that for the whole parameter range (apart from the subset where
Eq. S14 is exactly satisfied), either the ss35 steady state is asymp-
totically stable and the ss70 solution is a saddle, or vice versa.

Next we analyze for which bulk network velocities vnw Eq. S14
is fulfilled. If we start at small vnw such that the critical angle is
θc ≥ 70° and only filaments with a larger orientation angle than θc
are growing out of the branching region, we get from Eq. 3 of the
main text kgrð70°Þ ¼ kgrð35°Þ ¼ 0 and Eq. S14 is never fulfilled
(for kc > 0). For increasing network speed, 35° ≤ θc < 70° (i.e.,
kgrð70°Þ > 0∧kgrð35°Þ ¼ 0), we obtain a single solution for vnw
that satisfies Eq. S14,

vnw ¼ 1

2
dbrkc þ vfil cosð70°Þ; for 35° ≤ θc < 70°: [S16]

Once the network velocity has reached the value where the cri-
tical angle θc < 35° (i.e., kgrð70°Þ > kgrð35°Þ > 0), two solutions
emerge:

vnw1;2 ¼
1

8
ð−3kcdbr þ 8vfil cosð35°ÞÞ

� 1

8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kcdbrðkcdbr þ 16vfil cosð35°Þ − 16vfil cosð70°ÞÞ

p
;

for θc < 35. [S17]

Due to the restrictions on the critical angle, solution [S16] is valid
for network bulk velocities vfil cosð35°Þ ≥ vnw > vfil cosð70°Þ,
whereas solution [S17] holds in the domain vnw > vfil cosð35°Þ.
This restriction is never fulfilled by the negative square root in
Eq. S17, and so we can neglect this solution in the following.
A phase diagram showing the separate regions in which either
ss35 is asymptotically stable and ss70 is a saddle or vice versa
is given in Fig. 2A of the main text. There the constants were cho-
sen such that filament barbed ends grow with a velocity vfil of one
actin monomer increment δfil per unit time step and the width of
the branching region dbr equals 2δfil.

So far, we have seen that the system, starting in close proximity
of the stable fixed point, will eventually end up in this state. We
now have to also treat the saddle point. Although this point is
repelling in a single dimension (given by the eigenvector of the
positive eigenvalue), there is also a four-dimensional subspace
(the remaining four eigenvectors) of initial conditions attracted
to this state in its neighborhood. In the following it will be specified
which initial conditions exactly are still converging to the saddle.

Let us assume we are in the parameter range in which the ss35
is a node while the ss70 solution is a saddle point. If we evaluate
the subspace spanned by the four eigenvectors ~vss70i with negative
eigenvalues at the saddle, they have the form

~vss701 ¼

1

0

0

0

−1

0
BBBBBBB@

1
CCCCCCCA
; ~vss702 ¼

0

1

0

−1

0

0
BBBBBBB@

1
CCCCCCCA
; ~vss703 ¼

1

0

a

0

1

0
BBBBBBB@

1
CCCCCCCA
;

~vss704 ¼

1

0

b

0

1

0
BBBBBBB@

1
CCCCCCCA
; [S18]

where a and b are constants depending on the parameters. Here
we can see that the eigenvectors ~vss701 , ~vss703 , and ~vss704 span the
three-dimensional subspace where the N�35° fiber population
vanishes. As the two different orientation distributions are not
coupled via branching in this model, this is a trivial case. From
initial conditions where there are no fibers in the N�35° orienta-
tion bins, this steady state can never be reached. The remaining
eigenvector ~vss702 however spans a subspace only featuring non-
physical (negative) fiber numbers in exactly one bin. Therefore
we can conclude that initial conditions of positive fiber numbers
in all bins will in general not approach this saddle point in the
system.

A similar reasoning applies for parameters for which the ss35
fixed point is unstable. Again we can write down the eigenvectors
of the negative eigenvalues, i.e., the subspace that is attracted to
the saddle in its vicinity

~vss351 ¼

0

1

0

1

0

0
BBBBBBB@

1
CCCCCCCA
; ~vss352 ¼

0

−1

0

1

0

0
BBBBBBB@

1
CCCCCCCA
; ~vss353 ¼

−1

0

0

0

1

0
BBBBBBB@

1
CCCCCCCA
;

~vss354 ¼

1

a

b

a

1

0
BBBBBBB@

1
CCCCCCCA
; [S19]

where a is again some constant depending on the parameters, and
b is given by

b ¼
kgrð70°Þ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8ðkc þ kgrð35°ÞÞ2 þ kgrð70°Þ2

q
2ðkc þ kgrð35°ÞÞ

: [S20]

As b < 0 for all relevant sets of parameters, we can conclude
again that the vectors ~vss351 and ~vss352 span the trivial subspace
where no fibers are in the N�70° and N0° orientation bins and
the remaining vectors ~vss353 and ~vss354 span a subspace in which
at least one fiber number is negative. Therefore here again all
physically meaningful conditions in the vicinity of the saddle point
will be repelled.

In the phase diagram shown in Fig. 2A of the main article, the
�35 pattern vanishes at large capping rate. This feature of the
reduced rate equation model follows from the assumption that
filaments with an orientation larger than 87.5° do not branch.
As the capping rate increases, the angle-dependent outgrowth
term favoring persistence of filaments with small angles becomes
less important and the −70∕0∕70 pattern is favored because it
involves more angle bins. As the full rate equation model and
the stochastic network growth model do not share this assump-
tion, they do not predict the elimination of the �35 pattern for
large capping rate.

Analysis of the Order Parameter for Different Branching and Capping
Rates. Fig. S1A shows the evolution of the order parameter

O ¼ N0° − N35°

N0° þ N35°
¼ ½−1;þ1� [S21]

for different values of the branching and capping rates as ob-
tained from the numerical solution of the model equations with
360 angle bins and for quasistationary changes in network velocity
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vnw. The three curves for constant capping rate kc ¼ 0.05 but
different values for the branching rate kb collapse, indicating that
the order parameter is independent of the branching rate, as
predicted from analytical stability analysis of the simplified model
in section Linear Stability Analysis of the Reduced Rate Equation
Approach of this SI. However, when the capping rate kc is
increased over three orders of magnitude, the clear distinction
between the two different phases vanishes. In Fig. S1B, the
two maximum values of the order parameter for the fast and slow
growth phases as well as the minimum value for the medium
growth phase are given for increasing capping rate. The absolute
magnitude of these peak values is rapidly decreasing until the dif-
ferent orientation patterns can not be sufficiently discriminated
anymore. This justifies a posteriori our choice of a small capping
rate kc ¼ 0.05 per unit time for the simulations presented in the
main text. If this value was significantly larger, one could not ob-
serve the characteristic orientation distributions found in electron
micrographs of the leading edge of mobile cells (1–3).

Sensitivity of the Force–Velocity Relation to Parameter Variation. In
the main text, the force–velocity relation is given as the numerical
solution of the coupled Eqs. 1, 5, and 7 in Fig. 3A for the following
choice of model parameters: capping rate kc ¼ 0.05 per filament
and per unit time, branching rate kb ¼ 20 per unit time, and stan-
dard deviation σ ¼ 5° of the branching angle distribution. In the
following, we will analyze how sensitive the calculated force–
velocity relation is to variations in these key parameters.

As discussed in the main text, a change in the branching rate
has no influence on the relative filament number per angle in the
network. Therefore this parameter does not alter the character-
istics of the force–velocity relationship (apart from a rescaling of
the total force, as the total number of filaments carrying force
does change). In Fig. S2, results are shown for different values
of kc and σ. Additionally, two different values for the maximum
angle θfmax

fil
up to which filaments are able to carry the maximum

force fmax
fil ¼ 1 were assumed in the calculations. According to

these results, the hysteresis cycle at the transition from fast to
medium growth phase as well as the relatively flat curve during
the transition from medium to slow growth phase is conserved
over a wide range of parameters. However, for large values of
the standard deviation of the branching angle σ, the capping rate
kc, and the angle θfmax

fil
, the hysteresis cycle vanishes. This behavior

can be understood as the large standard deviation as well as a
large capping rate diminishes the difference in the filament
orientation distribution of the two observed patterns (compare
section Analysis of the Order Parameter for Different Branching
and Capping Rates in this SI). Additionally, a larger θfmax

fil
reduces

the difference in load the two networks are able to carry. How-
ever, a marked difference in the ability to carry load between the
two competing orientation patterns is the essential requirement
for the two prominent features of the force–velocity relation,
namely, the hysteresis cycle and the force-insensitive regime.

An additional feature that can be observed in Fig. S2 is that the
force–velocity curves for different σ cross at a similar value of
force. There exists a simple explanation for this feature: The
crossing is always close to the velocity at which the transition from
medium to slow growth phase takes place. For σ ≥ 5°, the fila-
ment orientation distribution at this velocity is approximately
constant in between −θmax and þθmax, i.e., for all filament angles
that contribute in pushing the load. Therefore, an approximately
equal force can be carried by the networks in this situation. For
σ ¼ 2°, the velocity as a function of force is a flat curve anyway.

Force–Velocity Relation for a Network Elongating as a Brownian
Ratchet. In the main text, we assumed a hypothetical protrusion
efficiency of the network which differentiates the two orientation
patterns sufficiently strongly to result in hysteresis effects. For
comparison, here we also show the results of the force–velocity

curve under the assumption that each filament of the network
elongates as a Brownian ratchet (4, 5). In this model, each fila-
ment grows according to its angle θ and the individual force it
carries f filðθÞ with a velocity

v⊥filðθÞ ¼ vfil cosðθÞ exp
�
−
f filðθÞδfil cosðθÞ

kBT

�
[S22]

perpendicular to the leading edge. In the stationary state, the sys-
tem will share the external force between the filaments in such a
way that all filaments that carry load (θ ≤ θmax) grow with the
same velocity v⊥fil and all others grow slower,

v⊥filðθ ≤ θmaxÞ ¼ vfil cosðθmaxÞ: [S23]

For a given force, this velocity also defines the bulk network
velocity vnw ¼ v⊥filðθ ≤ θmaxÞ. Hence, in the stationary state, the
external force will be distributed over different filament orienta-
tions as

f filðθÞ ¼
kBT

δfil cosðθÞ
ln
�

cosðθÞ
cosðθmaxÞ

�
: [S24]

When the force on the network is increased, so will θmax such that
the force is redistributed and the network will continue to grow at
a slower pace. By iterating Eq. S24 in combination with the net-
work orientation from Eq. 1 of the main text, the corresponding
force–velocity relation is obtained. In this simulation again the
force was changed quasistationary like in the main text. That
means that, after every small change in force, the system had
enough time to approach a stationary state. For numerical stabi-
lity, the stall force of the network was assumed to be located at
the point at which all filaments in the network with an orientation
θ ≤ 89° were not able to carry the external load anymore.

Fig. S3 shows the resulting force–velocity curve. As expected,
the dependence shows a convex decrease over the whole force
range. In this scenario, no significant hysteresis effects could be
observed at any of the two filament orientation transitions. Hence
theprotrusion efficiency obtained by assuming aBrownian-ratchet
mechanism does not sufficiently differentiate between the two
different filament patterns. The protrusion force for proximal net-
work growth velocities above and below each of the two transitions
is weakly but monotonically increasing for decreasing network ve-
locity. Therefore, hysteresis cycles do not emerge and the model
can not explain the experimentally observed anomalies (7, 8).

Physical Values of the Model Parameters. There are three different
rates which can be used to scale time: branching rate kb, capping
rate kc, and growth rate vfil∕δfil. Here we choose the last one. The
basic length scale of actin growth is δfil ¼ 2.7 nm. A typical fila-
ment growth velocity at close to optimal conditions is 1 μm∕s.
Then the growth rate 370 δfil per second. Therefore the branching
rate kb ¼ 20 used in the simulations corresponds to kb ¼ 7; 410
branching events per second in the simulated region of the net-
work. The used capping rate kc ¼ 0.05 corresponds to kc ¼ 18.5
capping events per filament per second.

The results for the force–velocity relation do not depend on the
branching rate as mentioned in the main text. However, the
branching rate determines the total number of filaments in the
network and therefore also the force which it can carry. Forces
in the model are given relative to the constant maximal force
fmax
fil that a filament with orientation θ ≤ 10° is able to carry in
its compression mode dominated regime. For the single filament
buckling force, by which fmax

fil could be approximated, a range from
0.5–50 pN has been reported (6). Using an atomic force micro-
scope, it has been measured that an actin network growing against
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an obstacle stalls at 150� 120 nN for a contact area of about
380 μm2 (7), which gives a stall force density of 0.4 nN∕μm2.

In our rate equation approach, we typically have 150 filaments
within the branching zone close to the leading edge at intermedi-
ate network velocity. For migrating cells, a typical value for the
number of filaments per leading-edge length close to the mem-
brane is 90� 10 μm−1 (3). Dividing by a typical lamellipodium
thickness of 3 μm, we obtain a filament area density of

30 μm−2. Comparing with the 150 filaments in our model, we con-
clude that our model corresponds to a protrusion area of 5 μm2.
The stall force of 91 fmax

fil for the network from simulation then
corresponds to the measured value of 0.4 nN∕μm2 for fmax

fil
around 22 pN, which lies well inside the reported range (6). This
parametrization also implies that the predicted branching rate is
1,482 per second and per μm2 of leading edge.
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Fig. S1. (A) Order parameter O as a function of network velocity vnw. The three curves for kc ¼ 0.05 collapse. The order parameter is independent of the choice
of the branching rate kb, whereas for increasing capping rate kc the differences in the filament orientation patterns diminishes. (B) Peak values of the order
parameter O for the three distinct phases as a function of capping rate kc. For large capping rates the two different orientation patterns cannot be discri-
minated well anymore.
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Fig. S2. Sensitivity of the force-velocity relation to the key model parameters: standard deviation σ of the branching angle, capping rate kc, and maximum
angle θfmax

fil
up to which each filament is able to carry the force fmax

fil ¼ 1. (A) kc ¼ 0.05, θfmax
fil
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¼ 5°; (C) kc ¼ 0.01, θfmax
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¼ 10°; (D) kc ¼ 0.01,
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¼ 5°.
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Fig. S3. Force–velocity relation for a Brownian-ratchet mechanism. The force on the network is normalized by the stall force. The simulation results were
obtained by self-consistently solving Eq. 1 and Eq. S24. A convex decay in the protrusion velocity is observed, without significant hysteresis effects at the
filament orientation transitions.
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Movie S1. Stochastic network simulations for which snapshots are shown in Fig. 1 of the main text. The network growth velocity is adjusted by varying the
numberNfront of the most advanced filaments that are not allowed to grow in order of the bulk network to keep up. The branching rate is adjusted to keep the
network density approximately constant, with little effect on the filament orientation patterns. The parameter Nfront is increased and thus the network growth
velocity is decreased in three steps to yield network configurations in the fast, medium, and slow growth phases, corresponding to Fig. 1 A–C of the main text.
The movie shows that the orientation patterns change as a function of network growth velocity as described in the main text. Although the intermediate
growth phase corresponds to a �35 pattern, the fast and slow growth phases correspond to a þ70∕0∕ − 70 pattern.

Movie S1 (AVI)
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